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Abstract— PT Perusahaan Listrik Negara (Persero) or PLN as 

one of the State-Owned Enterprises (BUMN) engaged in Public 

Utilities, especially the electricity sector, has the duty and 

responsibility to provide reliable electricity for all Indonesian 

people. In this digitalization era, PLN participates in utilizing the 

latest technological developments in providing electricity to 

customers' homes. One of the technologies implemented is Smart 

Grid. Since 2023, PLN has initiated a Smart Grid implementation 

program, one of which is the implementation of Smart Meter 

Advanced Meter Infrastructure (AMI) in several regions of 

Indonesia, one of which is in the working area of the Unit 

Pelaksana Pelayanan Pelanggan (UP3) Cikokol. One of the 

benefits of implementing Smart Meter AMI is that PLN can find 

out customer electricity usage in real-time with more precise data 

and more diverse attributes compared to conventional recording 

methods. The electricity usage data can be processed and utilized 

for various purposes, one of which is to predict electricity usage in 

improving electricity distribution management and relatively 

better planning for electricity infrastructure provision in a region. 

In this research, we explore the electricity usage data from one of 

the Data Concentrator Unit (DCU) at the Distribution Substation 

which contains time series data of electricity usage from several 

Smart Meters in 1 phase customer houses connected to the DCU 

and develop a prediction model using the Long Short-Term 

Memory (LSTM) and Autoregressive Integrated Moving Average 

(ARIMA) algorithms. Each model of LSTM and ARIMA was 

developed with various experiments and compared its 

performance using Root Mean Square Error (RMSE) and Root 

Mean Absolute Percentage Error (MAPE) evaluation metrics. At 

the end, it was found that the ARIMA model had better 

performance results compared to LSTM in this study with an 

RMSE value of 13,297 and MAPE of 0,052%. 

Keywords— Electricity Consumption Forecasting, Advanced 

Meter Infrastructure (AMI), Machine Learning, LSTM, ARIMA 

I.  INTRODUCTION  

PT Perusahaan Listrik Negara (Persero) or PLN as one of the 

State-Owned Enterprises (SOEs) engaged in Public Utilities, 

especially the electricity sector, has the duty and responsibility 

to provide reliable electricity for all Indonesian people. In this 

digitalization era, PLN participates in utilizing technological 

developments in providing electricity to customers' homes. One 

of the technologies implemented is Smart Grid including Smart 

Meter Advanced Meter Infrastructure (AMI) as part of the 

technology system. The Government of Indonesia has planned 

Smart Grid implementation activities including Smart Meter 

AMI as a National Strategic Program [1]  

Over time, each region in Indonesia has the potential to 

experience increased economic growth, the majority of which 

has a positive impact on increasing electricity consumption in 

the region. Taking this into account, since 2023 PLN has 

committed to initiating the AMI Smart Meter implementation 

program in several regions, one of which is the work area of the 

Unit Pelaksana Pelayanan Pelanggan (UP3) Cikokol which is a 

work unit under the Unit Induk Distribusi (UID) Banten. By 

2023, PLN UP3 Cikokol has installed 143,000 AMI Smart 

Meters and 512 Data Concentrator Units (DCU) [2]. 

One of the benefits of implementing Smart Meter AMI is that 

PLN can find out customer electricity consumption in real-time 

with more precise data and diverse attributes compared to 

conventional methods [3] even though the electricity 

consumption behavior of each customer may differ according to 

time, location and the environment around the customer's 

location [4]. The electricity consumption data can be processed 

and utilized for various purposes, one of which is to predict 

electricity consumption in an effort to improve electricity 

distribution management and relatively better planning for 

electricity infrastructure provision in a region [5].  

 With the start of the Smart Meter AMI implementation 

program, it is expected that PLN UP3 Cikokol can utilize the 

data obtained from Smart Meter AMI to determine the pattern of 

customer electricity consumption and predict customer 

electricity consumption in its area so that it is expected that the 

demand and supply of electricity distribution can be relatively 

more balanced and of course can improve customer service, 

especially related to electricity distribution management. 
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II. LITERATURE REVIEW 

A. Advanced Meter Infrastructure (AMI) 

 
Fig. 1 AMI System Overview 

 

 AMI systems are designed to manage energy distribution 

and utilization by measuring, collecting, analyzing, and 

controlling data through automated devices. These devices can 

communicate with various media as needed or at certain time 

intervals. With the AMI smart meter system, PLN and customers 

can monitor and analyze electricity consumption based on 

recorded data. Therefore, AMI is a modern technology that uses 

smart meters through meter reader media to automatically 

monitor and analyze customer electricity consumption data [6]. 

AMI is a system that combines the latest measurement 

technology, communication networks, and data management 

systems to measure, collect, and analyze electricity consumption 

in real-time. In AMI, there are several technologies and 

applications that are integrated with each other. The following 

are the components of AMI: 

TABLE I AMI Supporting Components 

Component Description 

Smart Meter 

Digital devices known as smart 

meters can measure energy 

consumption at frequent 

intervals, such as every 15 

minutes. In addition, smart 

meters offers detailed data on 

usage patterns, voltage quality, 

and power outage notifications/ 

Unlike traditional mechanical 

meters, smart meters are also 

capable of supporting 

bidirectional communication. 

 

Communication 

Networks 

AMI depends on 

communication networks to 

transmit data from smart meters 

to utility. The type of network 

used depends on the 

infrastructure and coverage 

requirements and can be either 

wired such as power line 

communication (PLC), 

Ethernet, or wireless such as 

cellular or radio frequency (RF) 

Meter Data Management 

System (MDMS) 

Data management systems are 

utilized by AMI systems to 

gather, store, handle, and 

analyze the amounts of data 

produced by smart meters. 

Meters communicate with the 

utilities to manage energy 

consumption, recognize 

patterns, and provide precise 

billing details. 

B. Machine Learning for Predictive Data Analysis 

 Modern companies or organizations collect large amounts of 

data [7]. To derive value from the data, analysis must be done to 

extract knowledge that can be used for better decision making. 

The process of data processing from raw data to knowledge is 

illustrated in Figure 2 

 

 

Fig. 2 Illustration of Data Processing into Knowledge 

 

Predictive Data Analytics is an art of developing and using 

models to predict a set of values based on patterns drawn from 

historical data [7]. 

Machine Learning (ML) is defined as an automated process that 

extracts patterns from data [7]. To develop a model used to 

predict data, researchers will use Supervised ML. This 

Supervised ML technique will learn the relationship between 

descriptive features and target features based on historical data.   

 

 
Fig. 3 Model Learning from Historical Data 

 

C. Long Short-Term Memory (LSTM) 

Long Short-Term Memory (LSTM) LSTM is an extension 

of the Recurrent Neural Network (RNN) architecture that has 

strong forecasting capabilities over time series data. The main 

difference between RNN and LSTM is that LSTM can store 

long-term time-dependent information and can map reliably 
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between input and output data [8] The LSTM structure consists 

of forget gate, input gate, and output gate according to Figure 

II.4. Forget gate is responsible for determining the amount from 

the previous memory to be conveyed to the current LSTM unit. 

The input gate will update the state of the memory cell based 

on information from the current input and the previous hidden 

state. Output gate selectively controls the output 

The operation of the three gates and memory cells at a given 

time-step p is as follows: 

 

𝑓𝑝 =  𝜎(𝑊𝑝𝑋𝑝 + 𝑉𝑓ℎ𝑝−1+ 𝑏𝑓)    (1) 

𝐶′𝑝 =  𝑡𝑎𝑛ℎ(𝑊𝑐𝑐 + 𝑉𝑐ℎ𝑝−1+ 𝑏𝑓)   (2) 

𝑖𝑝 =  𝜎(𝑊𝑖𝑥𝑝 + + 𝑉𝑐ℎ𝑝−1+ 𝑏𝑓)   (3) 

𝐶𝑝 =  𝐶𝑝−1. 𝑓𝑝 + 𝑖𝑝 . 𝐶′𝑝     (4) 

𝑂𝑝 =  𝜎(𝑊𝑜𝑥𝑝 +  + 𝑉𝑜ℎ𝑝−1 +  𝑏𝑜)
⬚

  (5) 

ℎ𝑝 = 𝑂𝑝. tanh (𝐶𝑝 )    (6) 

 

 
Fig. 4 Structure of LSTM 

 

Where: 

• 𝑉𝑓, 𝑉𝑐 , 𝑉𝑖 , 𝑉𝑜 refers to the recurrent weights of the 

LSTM 

• 𝑊𝑐 , 𝑊𝑖 , 𝑊𝑜 denotes the weight matrix of forget gate, 

memory cell, input gate, output gate in order 

• 𝑏𝑓, 𝑏𝑐 , 𝑏𝑖 denotes the weight matrix of forget gate, 

memory cell, input gate, output gate in order 

• 𝜎 is a sigmoid activation function whose output ranges 

from 0 to 1, where 0 represents the information that is 

completely forgotten and 1 represents the information 

that is completely forgotten. 

D. Autoregressive Integrated Movinf Average (ARIMA) 

Autoregressive Integrated Moving Average (ARIMA) is a 

statistical method used to analyze and forecast time series data, 

generalizing the Autoregressive Moving Average (ARMA) 

model [9]. ARIMA is applied to non-stationary data with a 

focus on removing trends and seasonal components to better 

understand or forecast a time series. The ARIMA model 

consists of 3 main parts, including Autoregressive (AR), 

Integrated (I), and Moving Average (MA), each part handling a 

specific aspect of the data to obtain an optimal fit.  

The ARIMA model is denoted by the parameters (p,d,q) where: 

• p represents the lag order, i.e. the number of lag 

observations incorporated into the model 

• d denotes the degree of divergence, indicating the 

number of times the observations are diverged to make 

the time series stationary 

• q represents the order of the moving average window, 

which means the window size of the moving average. 

 

The equation used in the ARIMA model is as follows: 

 

𝑦′𝑡 = 𝐼 +  𝛼1𝑦′𝑡−1 +  𝛼2𝑦′𝑡−2 + ⋯ +  𝛼𝑝𝑦′
𝑡−𝑝

+ 𝑒𝑡 +

𝜃1𝑒𝑡−1 + ⋯ + 𝜃𝑞𝑒𝑡−𝑞 (7) 

 

Where: 

• 𝑦′
𝑡
 is the time series value at time t 

• 𝐼 is the average of the time series 

• 𝛼 is the autoregressive parameter 

• 𝑒 is the error at time tt 

• 𝜃 is the moving average parameter 

ARIMA models are used to predict future values of a time 

series based on past observations and the relationship between 

them. It is particularly useful for forecasting when the 

underlying process that generates the observations is an 

ARIMA process [10]. 

E. Evaluation Metrics 

In measuring the performance of LSTM and ARIMA models, 

there are several evaluation metrics that can be used, as follows: 

1) Root Mean Square Error (RMSE) 

RMSE is used to measure the difference between predicted and 

actual values Lower RMSE values indicate better performance. 

The following is the equation form of RMSE: 

 

√
1

2
∑ (𝐸𝐶𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑 − 𝐸𝐶𝑎𝑐𝑡𝑢𝑎𝑙)2𝑛

𝑖=1          (8) 

Where: 

EC is energy consumption 

2) Mean Absolute Percentage Error (MAPE) 

MAPE measures the average percentage of difference between 

predicted and actual values. A lower MAPE value indicates 

better performance. Here is the equation form of MAPE: 

 
1

2
∑ |

𝑦𝑡−𝑦∗𝑡

𝑦𝑡
| 𝑥 100%𝑛

𝑡=1             (9) 

Where: 

𝑦𝑡  = actual value in period t 

𝑦 ∗𝑡 = predicted value in period t 

 

F. Relevant Research 

In expanding knowledge related to the topic and research 

methods being studied, researchers reviewed several previous 

studies that studied the use of Machine Learning algorithms in 

predicting electricity consumption in a region. 

Samir M. Shariff (2022) conducted research related to the 

use of ARIMA and LSTM algorithms in predicting electricity 

consumption in Colombia based on electricity consumption 

data from a Regional Transmission Organization in Colombia 
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called PJM Interconnection LLC. The available data is in the 

form of hourly electricity consumption data with units of 

Megawatts (MW). Based on the exploration results, it is 

concluded that the performance of the LSTM model is better 

than ARIMA as measured using Mean Squared Error (MSE), 

Root Mean Squared Error (RMSE), Normalized Mean Squared 

Error (NMSE), and Normalized-Root Mean Squared Error 

(NRMSE) [11] 

Alhussein et al. (2020) conducted research on time-

series data on electricity consumption of Household customers 

(RT) as many as 10,000 customers from Smart Grid Smart City 

(SGSC) funded by the Australian Government obtained 

information that time-series data on electricity consumption of 

Household customers (RT) can be done with a hybrid method 

approach, namely by combining Convulational Neural Network 

(CNN) and LSTM. CNN has the ability to learn the 

representation of the time series data and learn the attributes that 

can have a great influence in predicting customer electricity 

consumption. At the end of the study, it was stated that the use 

of the CNN and LSTM combination model resulted in relatively 

better accuracy performance based on the Mean Absolute 

Percent Error (MAPE) measurement compared to using only 

the LSTM algorithm [12]. 

Chinnaraji et al (2022) conducted research on 

electricity consumption/load time series data from the 

Supervisory Control and Data Acquisition (SCADA) system 

obtained from the University of California Irvine (UCI) 

Machine Learning Repository. Chinnaraji et al. explored the 

use of the LSTM algorithm by optimizing the hyper-parameters 

model and the number of hidden layers to improve the 

performance of the LSTM model. One of the drawbacks of 

implementing the LSTM model (default) is that there are still 

some local optimum problems, such as sparse training data. 

Therefore, it is necessary to perform hyper-parameter tuning in 

the data training process. At the end of the study, the 

exploration results of the improved LSTM model produced 

better performance compared to the LSTM model without 

adjusting hyper-parameters and hidden layers based on MSE, 

MAE, and RMSE measurements [13] 

 

Torres et al. (2022) conducted research on electricity 

consumption time series data in Spain from 2007 to 2016 with 

a data time interval of 10 minutes. Torres et al. explored the use 

of LSTM algorithm including hyper-parameters optimization 

using random-search strategy developed using Keras-Tuners 

framework. At the end of the study, it was found that the error 

rate of the proposed model was less than 1.5% and had the 

lowest error rate compared to Linear Regression, Decision 

Tree, Ensemble Tree, and Deep Neural Networks [14]).  

 

Elsaraiti et al. (2021) conducted research on electricity 

consumption time series data in South Tripoli from the National 

Electricity Corporation in Libya with a time span of electricity 

consumption data from January 1, 2016 to March 24, 2016 (12 

weeks). Elsaraiti et al. explored the use of seasonal ARIMA 

algorithms to predict electricity consumption in the future. At 

the end of the study, information was obtained that the ARIMA 

(6,1,0)(1,1,6) model was the best model that could predict the 

value of electricity consumption for the next two weeks with 

the lowest MAPE error measurement, namely 4.332% [15]. 

 

Based on the literature review conducted, the researcher seeks 

to make an additional contribution to the use of the LSTM and 

ARIMA algorithms on electricity consumption data from one 

of the substations at PLN UP3 Cikokol by optimizing the 

existing hyper-parameters, then comparing the performance of 

the models that have been developed to get the best model. 

III. METHODOLOGY 

A. Dataset 

In this study, the research object used is electricity consumption 

data from 47 PLN UP3 Cikokol customers who have used AMI 

Smart Meters. The electricity consumption data is obtained from 

the Data Concentrator Unit (DCU) installed at each Distribution 

Substation through the MDMS application. The data is in the 

form of time series data with a time interval of 15 minutes in the 

period January 1 to April 30, 2024 with a total of 110,087 rows 

of data and a total of 45 columns of data. Figure 5 is an example 

of data from the measurement of electricity consumption by 

Smart Meter obtained from MDMS application. 

 

 
Fig. 5 Example of Electricity Consumption Measurement Data from MDMS 

 

B. Soution Design 

 

Figure 6 describes the process of developing ML models using 

the LSTM and ARIMA algorithms to obtain the best 

performing models and shows a comparison of actual electricity 

consumption data and predicted results in the form of 

visualizations. 
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Fig. 6 Proposed Solution Design 

 



Makalah Tugas IF6093 Studi Mandiri, Semester II Tahun 2023/2024 

IV. ANALYSIS AND RESULT SYSTEM TESTING 

A. Testing Scenario 

This test scenario is used to evaluate the performance of the 

training results model based on the LSTM and ARIMA 

algorithms in predicting electricity consumption based on the 

average electricity consumption of 47 1-phase customer homes 

that have installed Smart Meter AMI at PLN UP3 Cikokol. 

The data used in this test is electricity consumption data for the 

period January 1 to April 30, 2024 with a time interval of 15 

minutes. The data is divided into 2 division groups with different 

composition combinations for training data, validation data, and 

test data with details, as follows: 

1) Division group I: 
a. Training data (80%): 2024-01-01 00:00:00 to 2024-04-06 

19:00:00 or 9.290 rows of data 

b. Validation data (10%): 2024-04-06 19:15:00 to 2024-04-
18 21:15:00 or 1.161 rows of data 

c. Test data (10%): 2024-04-18 21:30:00 to 2024-04-30 
23:45:00 or 1.162 rows of data 

2) Division group II: 
a. Training data (70%): 2024-01-01 00:00:00 to 2024-03-25 

16:45:00 or 8.129 rows of data 

b. Validation data (15%): 2024-03-25 17:00:00 to 2024-04-
12 20:00:00 or 1.741 rows of data 

c. Test data (15%): 2024-04-12 20:15 to 2024-04-29 
23:45:00 or 1.743 rows of data 

B. Model Experiment 

1) LSTM 

 

In developing a model with the LSTM algorithm, researcher 

determine 5 parameters that will potentially affect the 

performance of the model, including input, epochs, batch size, 

window size, and timestep. Researcher use several parameter 

values that will be used in developing the model. The list of 

parameter values can be seen in table 2 below: 

TABLE II List of parameter values for LSTM modelling 

Exp. Input Epochs 
Batch 

Size 

Window 

Size 
Timestep 

1 10 20 10 10 1 

2 12 30 12 12 1 

3 15 50 32 32 1 

4 50 50 32 32 5 

5 50 150 128 128 5 

 

In addition, researchers also applied dropout with a value of 

0.25, Relu optimizer, and Adam activation to the model setting 

with this LSTM algorithm. 

2) ARIMA 

In developing a model with the ARIMA algorithm, there are 3 

parameters that will potentially affect the performance of the 

model, including p, d, and q where each parameter has been 

explained previously in Chapter II. Researchers use several 

parameter values that will be used in developing the model. The 

list of parameter values can be seen in table 3 below: 

 
TABLE III List of parameter values for ARIMA Modelling 

Exp. P D Q 

1 0 1 6 

2 1 1 6 

3 2 1 5 

4 5 1 0 

5 6 1 0 

 

C. Test Result 

The following are the results of the performance comparison of 

the LSTM and ARIMA models with the best parameters based 

on the experimental and testing results in section IV.2: 

 
TABLE IV Comparison Results of This Research and Previous Research 

Model 
Best 

Parameter 

Division 

Group 
RMSE MAPE 

LSTM input: 15, 

epochs: 50, 

batch_size; 32, 

window_size: 

32, timestep: 1 

I 17,12 0,11% 

ARIMA p: 5, d: 1, q: 0 I 13,297 0,052% 

 

Figures IV.1 and IV.2 show the visualization of the comparison 

of actual and predicted electricity consumption values from the 

LSTM and ARIMA models based on test data in division group 

I. 
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Fig. 7 Dataframe view of actual and predicted values of LSTM and ARIMA 

models 

 

 
Fig. 8 Visualization of the comparison of actual and predicted values from the 

LSTM and ARIMA models 

 

Based on several experiments and tests that have been carried 

out, it can be concluded that the ARIMA model has better 

performance and is relatively stable compared to the LSTM 

model despite changing parameters and dividing different data 

in each experiment, this can be caused because the electricity 

consumption data used is stationary or tends to remain. Based 

on the Augmented Dickey-Fuller (ADF) test (Mushtaq, 2011) 

conducted on the overall electricity consumption data, it is 

found that the ADF statistical value is below the critical line 

(1%, 5%, 10%) according to Figure IV.3 and the p value of 

3.3357183958899614e-30 is smaller than the significance 

value of 0.05 so it can be concluded that the data studied is 

stationary so that it is in line with the performance results of the 

ARIMA model that have been submitted previously. 

 

 
Figure 1. Result of ADF Test to Original Data 

 

On the other hand, the LSTM model has lower performance 

because it is more suitable for non-stationary data and requires 

a relatively larger amount of training data. It is evident in the 

previous experiment that the RMSE and MAPE values in 

division group I with 80% training data are better than those in 

division group II with 70% training data. 

D. Comparison with Recent / Previous Reseach Reults 

researchers conducted 5 experiments for the LSTM and 

ARIMA models using several parameter values that refer to 

previous related research [11] [15]. The following are the 

results of the comparison of model performance in this study 

and previous related research: 

 
TABLE V Comparison Results of This Research and Previous Research 

 This Research Shariff, 2022 

Elsaraiti 

dkk., 

2021 

 I II I II I II 

Best 

Para

meter 

(input: 

15, 

epochs: 

50, 

Parame

ter 

batch_s

ize; 32, 

window

_size: 

32, 

timeste

p: 1) 

(p: 5, 

d: 1, q: 

0) 

(input 

unit: 

12, 

batch 

size: 

12, 

epoch

s: 30) 

(p: 2, 

d: 1, q: 

5) 

 

(p: 6, 

d: 1, q: 

0) 

RMS

E 
17,12 13,297 38,05 248,67  - 

MAP

E 
0,11% 0,052% - -  4,332% 

 

Where: 

I is LSTM model 

II is ARIMA model 
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In Shariff's study, the LSTM model (input unit: 12, batch size: 

12, epochs: 30) gave better performance results compared to the 

ARIMA (2,1,5) model in predicting customers. However, in 

this study, the ARIMA (5,1,0) model had better results than the 

LSTM model (input: 15, epochs: 50, batch_size; 32, 

window_size: 32, timestep: 1) which can be seen in the RMSE 

and MAPE values obtained in section IV.4, although the 

parameter value (2,1,5) obtained the best RMSE and MAPE 

performance in the experiment with the II division group. In the 

study by Elsaraiti et al., the SARIMA model (p: 6, d: 1, q: 0 and 

p: 1, d: 1, q: 6) gave the best performance results, but in this 

study these parameters still produced a higher MAPE so that the 

best parameters for the ARIMA model were obtained, namely 

p: 5, d: 1, q: 0. Based on the researcher's analysis, this difference 

is very possible because there are differences in data, model 

building methods, and the composition of the training-

validation-test data division. 

V. CONCLUSION 

In this study, an ML model was developed to predict 

electricity consumption in an area at PLN UP3 Cikokol. The 

model was developed using the Cross-Industry Standard 

Process for Data Mining (CRISP-DM) methodology, with the 

algorithms used being Long Short-Term Memory (LSTM) and 

Autoregressive Integrated Moving Average (ARIMA). Based 

on the results of training and testing using average electricity 

consumption data from 47 1-phase customers who have 

installed AMI Smart Meters, the ARIMA model was obtained 

which had the best performance with the lowest RMSE and 

MAPE values compared to the LSTM model with various 

parameter configurations that had been carried out. The optimal 

parameters for applying the LSTM algorithm to electricity 

consumption data are input: 15, epochs: 50, batch_size; 32, 

window_size: 32, timestep: 1, while for the ARIMA algorithm, 

‘p’ is worth 5, ‘d’ is worth 1, ‘q’ is worth 0. 3. Based on the test 

results, a larger training data composition or 80% tends to 

provide better model performance results compared to training 

data of 70%.  

There are some suggestions for future research. Firstly, 

increase the amount of data that can be used in training to 

improve the performance of LSTM and ARIMA models. 

Secondly, adding external data that may affect customer 

electricity usage, such as weather data or data on other factors 

that can affect customer electricity usage. Thirdly, Combining 

the LSTM and ARIMA algorithms or with other algorithms to 

improve the performance of the resulting models. The last one, 

add additional evaluation metrics, such as Normalized Mean 

Square Error (NMSE), Mean Absolute Error (MAE), and R-

Squared to get a more comprehensive picture of model 

performance. 
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