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Abstract— PT PLN Persero is an electricity supply company 

which is obliged to electrify all corners of Indonesia. Increasing 

customer electricity connection capacity is one of the challenges 

to support economic growth, besides that it can also provide the 

potential to increase PLN's income. Connecting customer 

electricity is one of the main business processes that is routinely 

carried out by PLN. The accuracy of forecasting demand for new 

electricity meter installations can affect the quality and speed of 

service. Currently, PT PLN (Persero) does not yet have a 

forecasting model that can scientifically calculate the demand for 

new customer pairs in order to increase the number of 

customers. So in this research, a forecasting model was built 

using the ARIMA, SARIMA methods. Based on the experimental 

results, it was found that the SARIMA model had the best RMSE 

value if an experiment was carried out using test data, while the 

ARIMA model had a better SMAPE value compared to other 

models.  
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I.  INTRODUCTION (HEADING 1) 

Electricity is a primary need for humans. All activities require 

electricity, especially for household needs, industry, business 

and public facilities. PT PLN (Persero) as an electricity 

provider has an obligation to electrify all Indonesian people. 

As time goes by, PLN is required to continue developing and 

growing in order to serve the Indonesian people needs. 

Increasing customer electricity connection capacity is one of 

the challenges to support economic growth, besides that it can 

also provide the potential to increase PLN's income.  

Electricity connection is the main business process of PLN 

UP3 Kediri. Customer electricity connection is divided into 

two categories, namely 1 phase customers and 3 phase 

customers. Single phase electricity connection is carried out 

routinely every day depending on the number of applicants 

who wish to install a new one. Single phase connection power 

is from 450VA to a maximum power of 5500VA.. Accuracy 

in planning can influence the level of quality and speed of 

services provided. By predicting the demand for new 

electricity connections, PLN can easily carry out material 

planning and workforce planning to assist the management in 

creating strategies action in order to improve services quality. 

PLN needs to be able to plan precisely the number of daily 

requests for new installations, so that execution planning can 

be carried out using human resources and supporting 

materials.  

 

There are several things that can influence the number of new 

customer installment process, including the availability of 

materials and several external factors. These external factors 

include economic and political factors. In 2020, the whole 

world experienced a pandemic, which had an impact on the 

number of new pairs. This of course affects the plans that were 

set the previous year, so management needs to maneuver 

action so that the main data goals are achieved. Based on these 

problems, PLN needs tools that can plan and forecast the 

number of requests for new electricity installations. Accuracy 

in planning will affect the level of quality and speed of 

services provided. By predicting the demand for new 

electricity connections, PLN can easily carry out material 

planning and workforce planning for work teams so that it can 

assist management in creating strategies to accelerate 

connections in order to improve services. 

 

There have been several previous studies that used ARIMA to 

forecast time series data, such as research conducted by 

(Wirdyacahya and Prastuti, 2022) used ARIMA to forecast 

cement demand, where the best model was using the ARIMA 

model ([1,12],1 ,[1,12]) with an RMSE accuracy value of 

52,776 [7] Then (Shukla and Jharkharia, 2013) applied the 

ARIMA model to predict onion sales in grocery stores where 

the highest demand pattern occurs on Mondays [5]. (Falatouri 

et al., 2022) used Seasonal ARIMA / SARIMA to forecast 

demand for sales of vegetables and fruit in a three year period, 

namely January 2017 – December 2019. The model was 
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applied to predict demand for certain vegetable products and 

produced the best SARIMA model for cucumber products [4]. 

 

The focus on this research is to create a forecasting model in 

accordance with the existing problem domain at PLN, namely 

related to the demand for new installations of single phase 

customer electricity. To overcome existing problems, PLN can 

do the same thing as previous research, by applying a demand 

forecasting model and utilizing historical time series data for 

the past several years. This research uses historical data taken 

over a 10 year period, January 2014 - December 2023. PLN 

has a scientifically tested forecasting model that can predict 

demand for new single-phase electricity installations 

efficiently and right on target. ARIMA / Auto Regressive 

Integrated Moving Average which a statistical mathematical 

method that looks at historical data over time to plan needs. 

 

II. METHOD 

A. Autoregressive Integrated Moving Average (ARIMA) 

ARIMA or Autoregressive Integrated Moving Average is a 
time series model that can be used on data that has seasonal or 
non-seasonal patterns. The models commonly used in 
BoxJenkins ARIMA are the AR (autoregressive), MA (moving 
average), and ARMA (autoregressive-moving average) models 
[6]. The autoregressive process with order p AR(p) follows the 
following equation: 

�t = �1�t-1 + �2�t-2 + ⋯ + �p�t-p + �� (1) 

Meanwhile, the MA (Moving Average) model is used to 
explain an event where an observation at time t is expressed as 
a linear combination of a number of residuals[6]. The form of 
the MA model equation can be written as follows: 

�t = �� - ϴ1�t-1 - ϴ2�t-2  - ⋯ + ϴq�t-q (2) 

Meanwhile, the combined AR and MA (ARMA) model or with 
ARMA notation (p,q) can be written as follows: 

�t = �1�t-1 + �2�t-2 + ⋯ + �p�t-p+ �� - ϴ1�t-1 - … ϴq�t-q  (3) 

 

The ARIMA model (p,d,q) can be written mathematically 
using the following equation:  

�p(�)(1 −�)dZt = �0 + �q (�)�t  

B. Seasonal ARIMA (SARIMA) 

Electricity connection demand pattern exhibits periodic 

fluctuations that align with seasonal changes. These 

fluctuations can be effectively managed using the SARIMA 

model, which incorporates seasonal terms into the ARIMA 

model. Generally, the SARIMA model is denoted as SARIMA 

(p,d,q)(P,D,Q)S [8]. Here, 'p' represents the autoregressive 

order, while 'P' denotes the seasonal autoregressive order. The 

differences are indicated by 'd' for regular differences and 'D' 

for seasonal differences [8]. The terms 'q' and 'Q' represent the 

moving average (MA) order and the seasonal moving average 

(SMA) order, respectively. 'S' stands for the length of the 

seasonal cycle . The seasonal component of the model is 

illustrated by the seasonal lag in the autocorrelation function 

plot. The SARIMA model can be described as follows: 

 

 
Fig. 1 SARIMA 

III. TECHNIQUES ADOPTED 

Four important steps are necessary to identify the correct 
forecasting model: stationarity testing, model identification, 
model fitting, and finally, performance evaluation. In this 
paper, the ARIMA and SARIMA models are considered, and 
their performances are compared. Historical data taken from 
the AP2T system is data on applications for new installations 
from 2014 to 2023 originating from all ULPs in UP3 Kediri. 
UP3 Kediri has 11 unit areas. Where during this period 
visualization is carried out first.  

 

Fig. 2 : Distribution of the movement of new installation 
applications as of 2020. 

If we look at Fig. 2, the trend in 2020, there was a sharp decline 
in April 2020, which coincided with the COVID-19 pandemic 
during that period. However, there was an increase in August 
2020, marking the highest trend in nine years. In Figure 7, we 
can also see the trend from 2014 to 2022, where the data shows 
a seasonal pattern due to continuous fluctuations over certain 
periods. 

 

Fig. 3 : visualization of time series data plots for new 
installation applications 

A. Stationarity Test 

Before modeling, it is necessary to check the stationarity of the 
data. To see whether stationarity can be identified in data, you 
can use the unit root test or Augmented Dickey Fuller (ADF). 
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To see whether the data is stationary or not, use the following 
formula: 

τ=|γ ̂/(SE( (γ)) ̂ )| 

H0 : � = 0 (not stationer) 

H1: � ≠ 0 (Stationer) 

Time series data needs to be decomposed to determine trends, 
seasonality and residual as can be seen in figure 3. Based on 
this decomposition, the data shows an up and down trend but 
tends to continue to decline from 2014 to 2022. 

 

Fig. 3 : Decomposation Tren, Seasonal, Residual 

The results of the augmented Dickey-Fuller (ADF) stationarity 
test provide ADF statistics of -7.745774 with a p-value of 
0.000000. In general, the ADF test results show that the data 
tested is stationary, which means the data does not have a unit 
root and has a constant mean, variance and covariance over 
time. Because the data is stationary, there is no need for 
differentiation of the data. 

B. Model Identification 

The first step is to identify possible patterns in the data in 

order to establish an appropriate ARIMA model. The ARIMA 

model can be determined by analyzing ACF (Autocorrelation 

Function) and PACF (Partial Autocorrelation Function) graphs 

from time series. The autocorrelation function (ACF) is a 

linear relationship between observations �� and observations 

��−� The partial autocorrelation function (PACF) is useful for 

measuring the relationship between values of the same 

variable, assuming that the influence of all other time lags is 

fixed or constant.  

 

The next step is to identify the model using ACF and PACF 

with a critical limit of 0.25 which can be seen from the 

stationary ACF and PACF diagrams. The results of ACF and 

PACF identification can be seen in Figure 9 and Figure 10. 

 

Fig. 4 : Autocorrelation (ACF) 

 

Fig. 5 : Partial Autocorrelation (PACF) 

Based on the ACF plot, it shows 2 significant autocorrelations, 
while the PACF plot shows 2 significant partial 
autocorrelations. So the Autoregression model AR(1) and 
Moving Average MA(1) are set. 

 

C. Model Fitting 

Determining the forecasting model was carried out using total 

autocorrelation with lag 1 and partial autocorrelation 1 to 

produce the ARIMA(1,1,1) model and the SARIMA(1,1,1) 

model. The model was trained with the historical data in 

Python programming language and several statistical libraries 

to perform ARIMA and SARIMA modeling as we can see in 

Fig 6 and fig. 7.  

 
Fig. 6 : Model ARIMA(1,1,1)  

 

Fig 7 : Model SARIMA (1,1,1)(1,1,1) 

 

D. SARIMA Parameter Significance Test 

To ensure that the selected SARIMA model parameters are 
appropriate, significant tests were carried out with several 
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parameter scenarios. In table 1, the test scenarios for significant 
parameters. 

 

From the test results, there are no SARIMA parameters that 

overall have a significant value. So in this work the parameter 

selection remains in SARIMA(1,1,1) based on the parameter 

selection in ACF and PACF 

IV. PERFORMANCE AND EVALUATION 

Based on the diagnostic results for the ARIMA(1,1,1) and 

SARIMA(1,1,1) models, the results are given from the 

standardized residual plot, residual histogram, Residual ACF 

which can be seen in figures 8 and 9. The residual plot shows 

that the model can produce The residual is stationary with a 

mean of zero, but there are several large peaks that need 

attention because they can indicate outliers or high variability 

at some points in time. Meanwhile, the autocorrelation 

correlogram value is within the significant limits (shown by 

the blue area), which indicates that there is no significant 

autocorrelation in the residuals. 

 
Fig. 8 : ARIMA(1,1,1) Diagnostic Test 

 
Fig. 9 : SARIMA(1,1,1) Diagnostic Test 

 

Testing was carried out with the models discussed previously, 

namely the ARIMA(1,1,1) and SARIMA(1,1,1) models which 

were used to predict demand for new electricity installations 

by comparing test data in the 2023 period. In Figure 13a you 

can see the forecasting results using ARIMA(1,1,1) model, 

while in Figure 13b the SARIMA(1,1,1) model is used. 

 
Fig. 10 : Forecasting Results ARIMA (1,1,1) on testing data 

 
Fig. 10 : Forecasting Results SARIMA (1,1,1) on testing data 

 

The evaluation results show that forecasting on testing data 

produces better accuracy than train data as indicated by 

smaller SMAPE, RMSE and MAE values than test data. 

Meanwhile, the comparison between ARIMA and SARIMA 

shows that the forecast accuracy value data is better using 

ARIMA according to the test results in table 2. 

 
Model Jenis Data SMAPE RMSE MAE

data train 19.87 901.6 616.5

data test 18.28 537.14 465

data train 19.56 799.58 595.34

data test 16.766 582.33 443.90

SARIMA (1,1,1)

ARIMA (1,1,1)
 

Table 2 : Test forecasting accuracy 
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V. CONCLUSION AND RECOMENDATION  

In research conducted for a case study of forecasting customer 

electricity connection demand, two models (ARIMA and 

SARIMA) were used separately to test historical data for the 

past 10 years. The results of testing on test data obtained 

different results when compared with testing on train data. For 

both models, testing the test data provides better results in 

terms of SMAPE, RMSE and MAE indicators. For future 

improvements, you can use other machine learning methods 

and consider external aspects as supporting variables 
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