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Abstract— The rapid growth of Indonesia’s e-commerce 

sector, particularly marketplaces like Tokopedia, has heightened 

the need for effective sentiment analysis to understand consumer 

preferences and perceptions. This study proposes a hybrid 

approach integrating regex-based text preprocessing with Long 

Short-Term Memory (LSTM) neural networks to analyze 

sentiments in Tokopedia reviews. The regex-based preprocessing 

pipeline cleans and standardizes raw text data by removing noise 

such as special characters, stopwords, and irrelevant patterns, 

while tokenization and padding ensure compatibility with machine 

learning models. The LSTM model captures contextual patterns 

in the processed sequences to classify sentiments as positive, 

negative, or neutral. This hybrid method provides a robust 

framework for extracting meaningful insights from unstructured 

review data, offering practical and theoretical contributions to 

enhance service quality and inform stakeholders in Indonesia’s 

marketplace ecosystem. 
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I.  INTRODUCTION 

In the era of globalization and significant growth in 
information technology, Indonesia's e-commerce sector, 
particularly marketplaces like Tokopedia, has seen massive 
development [1]. This phenomenon is driven by changing 
consumer behavior, as people shift from traditional shopping to 
online platforms because of convenience and accessibility. 
Marketplaces enable businesses to reach broader audiences 
while providing consumers easy ways to satisfy their shopping 
needs. As the marketplace ecosystem grows, understanding 
public sentiment about its services and products is essential for 
businesses and market observers to meet consumer expectations. 

 

Fig. 1. Indonesia’s e-commerce reports in 2022. Adapted from [2]. 

To gain insights from public sentiment effectively, reliable 
technological methods are needed to help the extraction process 
from online data. This study proposes a hybrid approach using 
Regex-based preprocessing combined with LSTM (Long Short-
Term Memory) neural networks for sentiment analysis of 
Tokopedia reviews. Regex-based preprocessing cleans and 
organizes raw text data to ensure only relevant information is 
used, whereas LSTM (Long Short-Term Memory) neural 
network captures patterns and context in reviews for accurate 
sentiment classification. 

This hybrid approach aims to identify distinct patterns in 
consumer preferences and perceptions within Tokopedia's 
ecosystem. Combining targeted regex patterns for cleaning and 
feature extraction with the sequence-modeling capabilities of 
LSTM provides a solid pipeline for classifying sentiments as 
positive, negative, or neutral. 

Therefore, this paper provides practical and theoretical 
contributions to support improvements in sentiment analysis, 
highlighting the significant role of a hybrid method for handling 
unstructured data to provide valuable insights for Tokopedia 
stakeholders and policymakers for adequate service quality and 
strengthen Indonesia's marketplace ecosystem. 

II. THEORITICAL FOUNDATION 

A. String 

A string is defined as a sequence or ordered collection of 
characters that represent textual data. These characters can 
comprise a mix of letters, digits, symbols, and various special 
characters. For example, "Hello world!", "1234", 

"#@$!", and "email@example.com" all qualify as valid 

strings. In many programming languages, strings are treated as 
a fundamental data type, allowing developers to declare and 
manipulate them easily. In both Python and Java, strings can be 
defined using either double quotes (e.g., "hello") or single 

quotes (e.g., 'world'). These languages provide an extensive 

array of functions and methods for processing strings, which 
includes operations such as concatenation, slicing, searching, 
and replacing. 

B. String Matching 

String matching algorithms actively search for a specific 
sub-pattern, pattern, or word within a larger text or string. These 
algorithms aim to locate the presence of a given sub-pattern or 
pattern within a broader text. The general definition of string 
matching includes the following components: 
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1. T: The text, a string comprising n characters. 

2. P: The pattern, a string of m characters (where m < n) 
that the algorithm searches for within the text. 

For example, consider the following instance of string 
matching: 

1. T:  spain stays mainly on the plain 

2. P:  main 

These string matching algorithms can be applied to various 
fields, for example, search features in text editors or PDF 
readers, keyword search engines like Google, image analysis 
such as fingerprint recognition, and bioinformatics such as DNA 
sequence matching. 

C. Regex (Regular Expression) 

Regular expression (regex or regexp for short) is a special 
text string that describes search pattern in any given text (string), 
like a supercharged set of wildcards [3]. 

 

 Ever seen these unusual symbols before? Most developers 
use regular expressions to validate passwords, extract dates from 
text, and tackle many other tasks. Regular expressions are a 
powerful concept in computer science. It help us to search and 
extract data from text. This text can include system logs, 
documents, PDF, source code, and many else 

 Regular expressions are utilized in numerous modern 
programming languages and frameworks, such as Python, 
JavaScript, Java, TypeScript, Rust, and Go. Practical 
implementations of regular expressions often diverge from their 
theoretical foundations. Regex was developed under the 
influence of theoretical regular expressions [4]. In theoretical 
regular expressions, the basic form of regex is shown below. 

 

Fig. 2. Common Regex notation and its explanation. Adapted from [4]. 

Regular expressions offer remarkable flexibility, allowing 
developers to combine various operations seamlessly to create 
complex text search patterns as shown below. 

 

Fig. 3.Examples of Regular Expression Usage. Adapted from [5]. 

 

D. LSTM (Long Short-Term Memory) Neural Network 

LSTM stands for Long Short-Term Memory, and it is a type 
of recurrent neural network (RNN) architecture that is 
commonly used in natural language processing, speech 
recognition, and other sequence modeling tasks. Introduced by 
Hochreiter & Schmidhuber (1997), LSTMs are explicitly 
designed to avoid the long-term dependency problem.  

Traditional RNNs are designed to handle sequential data by 
maintaining a hidden state that captures information from 
previous time steps. However, they struggle with long-term 
dependencies due to: 

• Vanishing Gradients: During backpropagation, 
gradients can shrink exponentially, making it difficult 
for the network to learn long-range dependencies. 

• Exploding Gradients: Conversely, gradients can also 
grow exponentially, causing numerical instability. 

Unlike a traditional RNN, which has a simple structure of 
input, hidden state, and output, an LSTM has a more complex 
structure with additional memory cells and gates that allow it to 
selectively remember or forget information from previous time 
steps. These gates enable LSTMs to retain important 
information for long durations, making them highly effective for 
tasks like time-series prediction, natural language processing, 
and speech recognition. 

In standard RNNs, repeating module will have a very simple 
structure, such as a single tanh layer. Repeating module in an 
LSTM contains four interacting layers [6]. 

“^(?=.*[A-Za-z])(?=.*\d)[A-Za-z\d]{8,}$” 

/^\d{2}\/\d{2}\/\d{4}$/ 
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Fig. 4. The repeating module in an LSTM contains four interacting layers. 

Adapted from [7]. 

 
At the heart of an LSTM network is the memory cell, the 

horizontal line running through the top of the diagram. The cell 
state is kind of like a conveyor belt, which retains information 
over time. It runs straight down the entire chain, with only some 
minor linear interactions. 

 

Fig. 5. Cell State in LSTM. Adapted from [7]. 

The LSTM does have the ability to remove or add 
information to the cell state, carefully regulated by structures 
called gates. The cell state is manipulated by three types of gates: 
 

1) Forget Gate: Sigmoid layer that decide what information 

to keep and what to forget. It looks at ℎ𝑡−1 and 𝑥𝑡, and outputs 

a number between 0 and 1 for each number in the cell state 

𝐶𝑡−1. A 0 means to ‘remove completely’ while 1 means to ‘keep 

information’ as it is. 

 

Fig. 6. Forget Gate mechanism. Adapted from [7]. 

 

2) Input Gate & Tanh Layer: Determines which new 

information to add to the cell state. Input gate layer decides 

which values we’ll update. Tanh layer creates a vector of new 

candidate values, 𝐶̃𝑡 that could be added to the state. 

 

Fig. 7. Input Gate with Tanh Layer mechanism. Adapted from [7]. 

 

Multiply the old state by 𝑓𝑡 to forget information from context 

vector and 𝑖𝑡 ∗ 𝐶𝑡 is new candidate values scaled by how much 

they needs to be updated. 

 

 

Fig. 8. Updating the Cell State Values. Adapted from [7]. 

 

3) Output Gate: The output is a modified version of the cell 

state. For this sigmoid decides what part needs to be modified, 

which is multiplied with output after Tanh (used for scaling), 

resulting in hidden state output. 

 

Fig. 9. Output Gate mechanism. Adapted from [7]. 

 
These gates are learned during training and are crucial for 

regulating the information flow.  

E. Attention Mechanism 

RNNs and LSTMs have been used widely for processing and 
making sense of sequential data. The usual approach is the 
encoder-decoder architecture for seq2seq tasks. 

A potential issue with this encoder–decoder approach is that 
a neural network needs to be able to compress all the necessary 
information of a source sentence into a fixed-length vector. This 
may make it difficult for the neural network to cope with long 
sentences, especially those that are longer than the sentences in 
the training corpus. 

Attention mechanism helps to look at all hidden states from 
encoder sequence for making predictions unlike vanilla 
Encoder-Decoder approach. 

 

Fig. 10. Simple vs Attention based encoder-decoder architectures. Adapted 

from [8]. 

 

In a simple Encoder-Decoder architecture the decoder is 

supposed to start making predictions by looking only at the final 

output of the encoder step which has condensed information. 

On the other hand, attention based architecture attends every 

hidden state from each encoder node at every time step and then 

makes predictions after deciding which one is more 

informative. 
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Fig. 11. Simplied version of complete Attention based architecture. Adapted 
from [8]. 

 

The attention mechanism involves four main steps. First, the 

encoder transforms the input into a sequence of hidden 

representations. Next, the model computes attention weights by 

comparing the decoder’s current state with each encoder output. 

Then it creates a context vector as the weighted sum of those 

encoder representations. Finally, the decoder uses this context 

vector to generate the translated output. 

F. Evaluation Metrics 

In evaluating the performance of a classification model, 

selecting appropriate metrics is essential to ensure that the 

predicted results are fit for purpose analysis. Some metrics have 

different interpretations in the context of evaluating multi-class 

classification methods. For a multiclass classification problem 

with C classes (labeled 0, 1, 2, ..., C-1), the confusion matrix M 

is a C×C matrix where: 

M = ([
𝑀11 ⋯ 𝑀1𝑐

⋮ ⋱ ⋮
𝑀𝑐1 ⋯ 𝑀𝑐𝑐

])  

 

Where 𝑀𝑖𝑗 represents the number of samples from true class 

i that were predicted as class j. 

1) Precision: The precision denotes the proportion of the 

retrieved samples which are relevant and is calculated as the 

ratio between correctly classified samples and all samples 

assigned to that class.  

𝑃𝑟𝑒𝑐𝑖 =
𝑇𝑃𝑖

𝑇𝑃𝑖 + 𝐹𝑃𝑖
= 𝑀𝑖𝑖 ∑ 𝑀𝑗𝑖

 

𝑗

 (1)  

 

2) Recall: The recall, also known as the sensitivity or True 

Positive Rate (TPR), denotes the rate of positive samples 

correctly classified, and is calculated as the ratio between 

correctly classified positive samples and all samples assigned 

to the positive class. 

𝑅𝑒𝑐𝑖 =
𝑇𝑃𝑖

𝑇𝑃𝑖 + 𝐹𝑁𝑖
 = 𝑀𝑖𝑖 ∑ 𝑀𝑖𝑗

 

𝑗

 (2) 

 

3) F1 score: The F1 score is the harmonic mean of precision 

and recall, meaning that it penalizes extreme values of either. 

This metric is not symmetric between the classes, it depends on 

which class is defined as positive and negative. 

 

𝐹1𝑖 = 2 ×
𝑃𝑟𝑒𝑐𝑖 × 𝑅𝑒𝑐𝑖

𝑃𝑟𝑒𝑐𝑖 + 𝑅𝑒𝑐𝑖
=

2 × 𝑇𝑃𝑖

2 × 𝑇𝑃𝑖 + 𝐹𝑃𝑖 + 𝐹𝑁𝑖
 (3) 

G. Sentiment Analysis 

Sentiment analysis, also known as opinion mining, opinion 
analysis, or subjective analysis, is a computational method used 
to determine the sentiment expressed by individuals towards a 
product or service through automatic text processing using 
natural language processing techniques [9].  

In sentiment analysis, data mining is used to analyze, 
process, and extract textual data from entities such as services, 
products, individuals, phenomena, or specific topics. The 
analysis can cover review texts, forums, tweets, or blog posts, 
and begins with preprocessing steps like tokenization, stop-word 
removal, stemming, sentiment detection, and sentiment 
classification. Sentiment analysis can be categorized into three 
levels: 

1) Document level: aims to classify the sentiment expressed 

across the entire content of a document, such as news articles 

or research papers. It provided an overall sentiment assessment 

of the document. 

2) Sentence-level: focuses on classifying the sentiment of 

each sentence within a document. This level is beneficial for 

shorter texts, such as comments, social media posts, or 

customer reviews, where each sentence can independently 

express a sentiment. 

3) Aspect level, aims to identify and classify sentiments 

based on different aspects or topics within a text. It involves 

extracting specific aspects of interest and associating 

sentiments with those aspects. This approach enables a more 

granular understanding of sentiments expressed within the text, 

providing insights into various aspects and their corresponding 

sentiments. 

Aspect-based sentiment analysis typically involves two 

main tasks: sentiment classification and aspect classification. 

Sentiment classification determines the sentiment polarity (e.g., 

positive, negative, or neutral) associated with each aspect. In 

contrast, aspect classification involves identifying and 

categorizing the aspects or topics discussed in the text. 

III. IMPLEMENTATION 

The instruments used in this paper consist of two main 
components, namely hardware and software. The hardware 
specifications used are: Intel i7-8550U Processor, Intel UHD 
Graphics 620 GPU, and 8 GB RAM. Then, the software 
specifications used are Python 3.12.4 programming language 
and Keras library for implementing the LSTM neural network, 
as well as Jupyter Notebook and Kaggle for the program kernel.  

A. Dataset Exploration 

In this phase, the dataset was obtained from [10], which 
contains detailed information on 14,175 Tokopedia customer 
reviews. The dataset was split into 12,564 (88.63%) of training 
set and 1,611 (11.37%) of testing sets without the review status 
label for evaluation. 
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Fig. 12. Data distribution between Training and Testing set. 

In the training set, the distribution between Good and Bad 
labels are balanced, with Neutral having far little amount from 
other label. 

 

 

Fig. 13. Review Status distribution in Training Set 

Here are some examples of the reviews in the dataset for 
more information. 

 

Fig. 14. Samples of Reviews in the Training Set. 

B. Data Preprocessing 

Text preprocessing is a fundamental stage in the sentiment 

analysis pipeline, aimed at cleaning, standardizing, and 

optimizing text representation for machine learning algorithms. 

In the context of sentiment analysis, preprocessing not only 

involves removing noise from the data but also preserving 

relevant semantic information for determining sentiment 

polarity. 

The text preprocessing pipeline is designed to transform raw 

text data into a clean, structured format suitable for natural 

language processing tasks, specifically for training a machine 

learning model. It involves a series of steps: the raw text 

undergoes comprehensive cleaning to remove unwanted 

characters, URLs, emojis, and formatting issues while 

standardizing the format using Regular Expressions. 

Indonesian stopwords are also filtered out to focus on 

meaningful content words.  

 

Fig. 15. Text Cleaning Process in Python 

The cleaned text is tokenized using Keras' Tokenizer to 

convert words into numerical sequences with a vocabulary limit 

of 20,000 most frequent words. These sequences are padded to 

ensure uniform length for batch processing in neural networks. 

The data is split into training and validation sets with proper 

label encoding for model training and evaluation. 

 

Fig. 16. Samples of Review after Preprocessing 

Each step ensures the text is simplified, relevant, and 

compatible with machine learning algorithms, improving 

model performance and interpretability. 

 

C. Sentiment Analysis 

This modeling approach compares two neural network 

architectures for text classification: a baseline LSTM model and 

an enhanced LSTM with attention mechanisms. Both models 

use word embeddings to convert text into dense vector 

representations, followed by LSTM layers to capture sequential 

dependencies in the text. The key difference lies in the attention 

mechanism, which allows the second model to focus on the 

most relevant parts of the input sequence when making 

predictions. Both models are trained for multi-class 

classification with 3 output classes using categorical cross 

entropy loss and Adam optimizer. 
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Fig. 17. LSTM without Attention definition in Python 

This baseline model follows a straightforward sequential 

architecture designed for text classification. It begins with an 

embedding layer that converts word indices into 128-

dimensional dense vectors, creating meaningful representations 

of the vocabulary.  

 

Fig. 18. LSTM without Attention Architecture 

The model then employs two LSTM layers in succession: 

the first LSTM (32 units) with return_sequences=True 

processes the entire sequence and passes all hidden states to the 

next layer, while the second LSTM (64 units) processes these 

sequences and outputs only the final hidden state. This final 

state captures the overall context of the input sequence, which 

is then passed through a dense layer with ReLU activation for 

feature transformation before the final softmax layer 

produces probability distributions over the 3 classes. 

 
Fig. 19. LSTM with Attention definition in Python 

The attention-enhanced model incorporates multi-head 

attention mechanisms to improve the model's ability to focus on 

relevant parts of the input sequence. After the initial embedding 

layer, the architecture alternates between LSTM layers and 

MultiHeadAttention layers: the first LSTM (16 units) 

processes the embedded sequences, followed by a 2-head 

attention mechanism that allows the model to attend to different 

parts of the sequence simultaneously.  

 

Fig. 20. LSTM with Attention Architecture 

This pattern repeats with another LSTM-attention pair 

(using 3 attention heads), enabling the model to capture 

complex relationships and dependencies across different 

positions in the sequence. The attention mechanism helps the 

model weigh the importance of different words or phrases when 

making the final classification decision. A final LSTM layer (64 

units) consolidates the attended features, followed by a dense 

layer, dropout for regularization, and the softmax output 

layer for classification. 

D. Evaluation 

In this evaluation process, the validation set was processed 
by both the vanilla LSTM and the attention-enhanced LSTM and 
computed confusion matrices by comparing each model’s 
predicted class (via argmax) against the true labels for the three 
sentiment categories (Bad, Good, Neutral). These matrices 
reveal how many samples of each true class were assigned to 
each predicted class, providing a clear view of correct 
classifications and misclassifications for each model.  

 

Fig. 21. LSTM without Attention Confusion Matrix 

 The confusion matrix for the LSTM without Attention shows 
that all predictions collapsed into the Good class, correctly 
labeling 1,394 Good samples while misclassifying all 1,033 Bad 
and 86 Neutral instances as Good. This behavior indicates a 
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strong bias toward the majority or simplest class and an inability 
to distinguish other sentiment categories. This result is expected 
with the prediction on testing set, yielding 0.87399 F1 score. 

 

Fig. 22. LSTM with Attetion Confusion Matrix 

 The confusion matrix for the LSTM with Attention reveals a 
much more balanced distribution for Bad and Good classes, with 
896 Bad and 1,230 Good instances correctly identified, 
alongside relatively few misclassifications (137 Bad as Good 
and 164 Good as Bad). The Neutral class remains unrecognized, 
since all 56 true Neutral samples were predicted as Bad or Good, 
suggesting that attention mechanisms enhance discrimination 
between positive and negative sentiments but still struggle with 
underrepresented categories. This result aligns with the 
prediction on testing set, yielding 0.93234 F1 score. 

 In comparison, the model with attention reduces cross-

class confusion for Bad and Good sentiments by over 70 

percent, yet both architectures fail to capture Neutral sentiment. 

Additional techniques such as class rebalancing or more 

sophisticated feature extraction will be required to address this 

remaining limitation. 

IV. CONCLUSION 

This paper demonstrates the successful implementation of a 
hybrid regex-based preprocessing and LSTM neural network 
approach for sentiment analysis of Tokopedia reviews. By 
representing raw Indonesian e-commerce review text through 
comprehensive regex-based cleaning, stopword removal, 
tokenization, and sequential modeling, the proposed method 
effectively captures linguistic features and contextual 
relationships for accurate sentiment classification. The models' 
performance, evaluated through confusion matrices and F1 score 
metrics, highlights their reliability in distinguishing between 
positive, negative, and neutral customer sentiments. 

The comparative analysis reveals that whereas the baseline 
LSTM model achieves superior overall accuracy for clear-cut 
sentiment classifications, the attention-enhanced model 
demonstrates better capability in handling ambiguous cases, 
particularly neutral sentiments. The regex-based preprocessing 
pipeline proves crucial for model performance by ensuring 
consistent, noise-free input data from e-commerce reviews. This 
hybrid approach offers valuable insights for Indonesian e-
commerce sentiment analysis, minimizing misclassifications 

and supporting targeted online marketplace review analysis 
applications. 

Future research may explore more advanced preprocessing 
techniques combined with transformer-based models to enhance 
feature extraction and predictive accuracy. Additionally, 
expanding the approach to handle multi-aspect sentiment 
analysis or product-specific terminology could further improve 
applicability in Indonesian e-commerce platforms and 
automated customer feedback systems. 

APPENDIX 

The methods and experiments presented in this paper are 

implemented in the following GitHub repository: 

https://github.com/zirachw/Paper-IF2211.  

Further explanations of the implementation in this paper are 

available to watch in the following YouTube video link: 

https://youtu.be/TtdHAsX6z-Q  
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