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Abstract— Color palette extraction plays a fundamental role in
digital image processing, with applications in image compression,
visualization, and design. This study presents a comparative
analysis between two contrasting algorithms for palette
extraction: Quadtree decomposition and K-Means clustering. The
Quadtree algorithm, based on a divide-and-conquer strategy,
recursively segments the image based on perceptual color
uniformity using the CIEDE2000 Delta E metric. In contrast, K-
Means performs global optimization in LAB color space to identify
dominant colors. Both methods are impl ted and ev on
a diverse set of images, measuring execution time, perceptual color
accuracy, and structural fidelity using metrics such as Mean
Squared Error (MSE), Delta E (CIEDE2000), and Structural
Similarity Index (SSIM). The results demonstrate that Quadtree
outperforms K-Means in terms of computational efficiency with
significantly reduced execution time, while K-Means yields higher
color and structural fidelity. The findings suggest that Quadtree is
well-suited for time-critical or low-fidelity applications, whereas
K-Means is preferable for tasks requiring high perceptual
accuracy.
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I.  INTRODUCTION

Digital image processing continues to grow in significance
across various fields, from digital art and photography to data
visualization and machine learning. One of the crucial
component in this domain is color palette extraction, which
referred as the computational task of reducing the color space of
an image while preserving perceptual similarity and visual
coherence with the original.FThis process extends beyond simple
color reduction; it requires sophisticated understanding of
human color perception, spatial color relationships, and
computational efficiency considerations. The primary focus of
this paper is to comprehensively evaluate and compare the
effectiveness of two fundamentally different algorithmic
approaches, which are Quadtree decomposition and K-Means
clustering, in performing color palette extraction, with particular
emphasis on their |perceptual accuracy, computational
performance, and spatial color awareness capabilities.

Traditional methods such as K-Means clustering, while
widely adopted due to their simplicity and global optimization
properties, encounter significant limitations in spatial color
awareness and initialization sensitivity. In contrast, the Quadtree
algorithm employs a divide and conquer strategy that recursively
partitions an image into quadrants based on spatial location and
color homogeneity criteria. The implementation of Quadtree
practiced in this paper utilizes the Delta E (CIEDE2000)
perceptual color difference metric to evaluate whether a spatial
region exhibits sufficient color uniformity thus preserving both
spatial coherence and perceptual accuracy. Our approach
addresses the fundamental challenge of balancing palette
accuracy and computational efficiency by implementing both
methodologies and subjecting them to comparative analysis
using real-world images of varying complexity and color
distributions.

In the following sections, the author will present the
theoretical foundations of both algorithms and perceptual color
metrics (Section II), describe our proposed implementation
methodology  (Section 1III), demonstrate the practical
implementation using Python (Section IV), conduct
performance evaluation and comparative analysis (Section V),
analyze the causes of performance differences (Section VI), and
synthesize our findings with practical recommendations
(Section VII). [Our research demonstrates that while both
approaches offer valuable capabilities, their optimal application
depends on the specific balance required between perceptual
accuracy, computational efficiency, and spatial color awareness.]

II. THEORETICAL BACKGROUNG

A._Divide and Conquer

A «
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Fig. 1. E = £ = -aptionyDivide and Conquer
Algorithm Visualization
i 1i.munir/Stmik/2024-2025/07-
2025)-Bagian].pdf

Divide and conquer is an algorithm design that solves complex
problems by recursively breaking them down into smaller,
simpler sub-problems. This approach is particularly usefule
when the original problem exhibits self-similar structure,
allowing it to be decomposed into smaller instances of the same
problem type.

The strategy consists of three main phases:

1) Divide: The original problem of size n is divided into r
smaller sub-problems, ideally of approzimately equal size. Each
sub-problem must resemble the original in structure but is
reduced in complexity.

2) Congquer: Each sub-problem is solved independently. If
the sub-problem is small enough (i.e., below a base case size
no), it is solved directly. Otherwise, the divide and conquer
strategy is applied recursively to break it down further.

3) Combine: The solutions of all sub-problems are merged
to construct the solution for the original problem. However, in
some cases, the combine step may be minimal or even
unnecessary.

This recursive strategy is often expressed using a recurrence
relation:

T(n) = { gmn), ifn<n,g
Tm) +TMmy) ++TMm) +f(n), ifn>n,
Where:
e T(n) is the time complexity to solve a problem of
size n.
e g(n) is the cost to directly solve small-sized sub-
problems.

e T(m), T(n2), ..., T(n;) are the costs to solve each
sub-problem.

e f(n) is the cost to combine the sub-solutions into
the final result.

e The divide step is typically negligible (O(1)) and
often omitted in the complexity formula.

. This recursive behavior also makes divide and conquer+
methods well-suited for implementation using recursive
functions in programming.

B. _Quadtree Decomposition

B-Fig. 2. Quadtree Image Decomposition Visualization <
Source: https://uk.mathworks.com/help/images/quadtree-decomposition.html

Quadtree decomposition is a tree-based spatial partitioning
technique used primarily in two-dimensional space. It operates
by recursively subdividing a rectangular region into four
quadrants. This method is particularly well-suited for
applications involving hierarchical decomposition of data such

as image compression and spatial indexing. Fhe-te; C s se
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The core idea is to represent a region with a tree, where:

e The root node represents the entire area. «

e Ifthe region does not satisfy a predefined criterion
(e.g.. uniformity or simplicity), it is divided into
four equal-sized subregions.

e Each subregion is associated with a child node, and
the subdivision process is applied recursively to
these children.

This decomposition process continues until:

e The region meets the stopping criterion, or <«
e A minimum allowed size is reached

Because each node either has zero or four children, the
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and O(n?). In the worst case, where all regions are split to the
smallest unit, the complexity reaches O(n?) for an n X n input.
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divide and conquer principles by recursively dividing the image
into_four quadrants (divide), checking color uniformity and
stopping if homogeneous (conquer). and collecting the results as
a hierarchical palette structure (combine).

C. K-Means Clustering

K-Means is an iterative clustering algorithm used to partition
a dataset into K distinct, non-overlapping groups, where each
data point belongs to the cluster with the nearest mean. It is
widely used for vector quantization, compression, and
unsupervised learning tasks, including color quantization.Fhe
template-is-used-to-format-your paper-and-style-the texte Al

Delta E (AE) is a quantitative_metric used to measure the
perceptual difference between two colors. In color science, it is
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perceptually uniform color space, most commonly CIE LAB.
The CIEDE2000 variant is a refined formula that accounts for
non-uniformities in _human color perception, including«.
differences in lightness, chroma, and hue interactions.

The CIEDE2000 formula is widely regarded as the most<
accurate representation of how humans perceive color
differences. A Delta E value close to 0 indicates that the two
colors are nearly indistinguishable to the human eye, while
higher values signify more noticeable differences.
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humans perceive changes in image structure, making it more
aligned with subjective visual quality.
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The process is guaranteed to converge to a local minimum of
the clustering objective, but not necessarily a global minimum.
The final result can vary depending on the initial centroid
positions.

K-Means has a time complexity of O(n x k x i x d), where:

measures the average squared difference between corresponding
pixel values of two images. When computed in the CIE LAB
color space, MSE becomes more perceptually meaningful, as
LAB better reflects human sensitivity to color differences.
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D. CIE LAB Color Space
CIE LAB is a perceptually uniform color space defined by

discrepancies in a way that aligns more closely with human
vision. Although MSE does not consider spatial structure like
SSIM, it remains a useful and interpretable measure of overall

color fidelity between images.
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e The entire image is treated as one region.

1) _Preprocessing

e The image is flattened into a 1D array of LAB pixel¢ :
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vectors.
e Each pixel becomes a data point in a 3D color space.
2) Initialization
ek pixels are randomly chosen as the initial cluster«
centroids.

3) Assignment .

e Each pixel is assigned to the closest centroid using+”

Euclidean distance in LAB space.

4) Update <+

e To match the target number of colors k, the algorithm ~ :

adaptively adjusts the Delta E threshold using a binary
search loop.

5) _Repeat <

e The assignment and update steps repeat until
convergence (no changes or max iterations reached). «

e For each region, the algorithm computes the 6) Result 1\:‘
maximum pairwise Delta E (CIEDE2000),between e The final k centroids form the color palette. S
pixels. 7) _Evaluation <

e If the color variation exceeds a certain threshold.

e The image is recolored using the extracted palette bys
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the region is divided into four equal quadrants.
2) _Conquer
e The entire image is treated as one region.
e If the region is considered homogeneous, the
average LAB color is computed and stored as part
of the final palette.,

replacing each region with its average color.

e The recolored image then compared to the original
using: «

o Delta E (CIEDE2000) to assess perceptual«
color difference.

o SSIM to measure structural similarity.

e Otherwise, the process is repeated recursively.
3) Combine
e The final color palette is formed by collecting the
average colors from all terminal regions (leaf
nodes).
4) _Threshold Adaptation
e To match the target number of colors k, the
algorithm adaptively adjusts the Delta E threshold
using a binary search loop.

o MSE in LAB space to quantify color fidelity -

IYs

Formatted

Formatted: Font: Not Italic

Formatted

Formatted

Formatted: Font: Not Italic

Formatted

Formatted

Formatted

Formatted: Font: Italic, English (Indonesia)

. 2 niusion b quations —donotbalan Formatted: Normal, Justified
e It searches for a threshold value that yields a palette i ronallvIf ixed-uni loas) «
size closest to k. } s f : } il P . Formatted
5) Evalualiqn ) ) . X L. . Formatted
e The image is recolored using the extracted palette %ﬁ%ﬁwﬁ%@m‘mﬁfﬁ—eﬁ
by replacing each region with its average color. b ; " > Formatted
e The recolored image then compared to the original - o Formatted
using: ’ .
o Delta E (CIEDE2000) to assess perceptual : 4025 not <252 Formatted
color difference. “em3; not“ee Formatted
o SSIM to measure structural similarity
o MSE in LAB space to quantify color - FEguations « Formatted: Font: Not Bold
fidelity Fh Guations—are—aft ption—to—the—preseribed Formatted: Font: Not Bold
| Formatted: Font: Not Bold
Formatted
Identify licabl h 1 delete-this-text b

Makalah IF2211 Strategi Algoritma, Semester II Tahun 2024/2025

|
(
|
|
|
|
‘[
[
{
(
(
(
[Formatted: Font: Not Bold, Not ltalic
[
[
[
[
[
[
[
(
[
[
{
[
[
{
{
(
[
(
{

allENalalalalalall N alalzllalal B alENalal




. asi
at+b= FahY
a—+b—= \e
o+ B =
—P—=2
1 VA
AL A

[P L )

-IV. PROGRAM IMPLEMENTATION

The program implementation is divided into three main
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A. Prerocessing

These functions are responsible for preparing the image data
for analysis, including loading the image, transforming its color
space, and basic utility computations.

def load_image(path):
"""Load image and convert to LAB."""
img = Image.open(path).convert('RGB')
img_np = np.array(img) / 255.8 # normalize to [8, 1]
lab_img = rgb2lab(img_np)
return lab_img, img_np

def mean_color(block):
return np.mean{block.reshape(-1, 3), axis=e)

def block_deltaE({block, mean):
flat_block = block.reshape(-1, 3)
mean_arr = np.tile(mean, (flat_block.shape[@], 1))
delta = deltaE_ciede20@@(flat_block, mean_arr)
return np.mean(delta)

Fig-2-Fig. 3. Preprocessing Helper Functions Implementation

B. K-Means Based Extraction

Lab_img. shape

J(:10080] & sanple For speed
img_array)

dnt racaior_imags(lab_ing, pales

“Map sach pixal to the <losest color in the palette using Delta £ 2648 (batch).™"

uttel ve.ravants, i, ¢], leg_flat.chased], axteed) 4 (W, K, %)
ravaxi, 1] ® (N, 1, 3)
Delts € antans semia piuel i seeua warna Salam palette

ciesezoos (pixels, paletts_repested) ® (1, K)

. argein(dalta, axs
palatta e _indices]

racolaned_flat =

resurn resslored_tlet cashapa(h, u, 3]

Eig-3-Fig. 4. K-Means Usage Functions Implementation

C. Quadtree Based Extraction
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def quadtree_decompose(ing, threshold, min_siz
h, w, _ = img.shape
blocks = []

def split(x, y, w, h):
region = imgly:y+h, x:xew]
_color(region)
lock_deltaE (region, mean)
if dE ¢ threshold or w <= min_size or h <= min_size:
blocks.append((x, y, w, h, mean))
else:
w2, h2=w//2,h/l2
split(x, y, w2, h2)
split(x + w2, y, w - w2, h2)
split(x, y + h2, w2, h - h2)
split(x + w2, y + h2, w - w2, h - h2)

split(e, @, w, h)
return blocks

deF extract_palette_quadt

“ling, threshold, nuacolors):
blocks = guadires_decospese(ing, thrashald)

11_colors = np.array([b[4] For b in blocks])

fram seipy.spatial distance import

et po
gists = [
#or i in range(len(calors)}:
for § in rangetd + 1, len(ealors)):
dists, mppenc(deltat_ciede2om0(colors il colorsli]))
return np.array(dists)

eleslors):

e
1

condensed_dist = pairwise_delta_s(all_calors)
dist_vatrix = squsreforn(condensed_dist)

clustaring = Agglonar:
Labals = clustaring. f

sClusteringin_clustarsanum_colors, metric='preconputed', linkage='svarage')
predice (aise_natrix)

palette = []
1 in range(nun_colors):
al2_colars[labels
mesn = o mean(cluster_colars, axie=s)
palette, sppendimean)
palatte = nparray(palerta)

cluster_calars i

return palette, blocks

def recolor_from_blocks(img, blocks):
recalored = np.zeros_like(img)
for x, y, w, h, mean in blocks:
recolored[y:y+h, x:x+w] = mean

return recolored

Fig4-Fig. 5. Quadtree Palette Extractor Functions Implementation
D. Evaluation and Visualization
daf msa_lab(original, recolored):

ompute MSE in LAB space.
return np.mean{ (original - recolored) * 2

_eloriginal, recolored):

ompute average Delta E 208 batwesn two LAB images."""
, W, _ = original.shape
otal_delts = 0.8
for i in ranga(h):

for § in range(u):

total_delta += deltaf

return totsl_delts / (h * W)

def average_de:

h,
e

iede20Ba(original (i, §), recolored[i, j])

m_rgb(original_rgb, recolored lab):

‘Convert LAB to RGE #nd compute SSIM.
_rgh = labrgb(recolored_lab)

original_gray = np.maan(original_rge, axis=2)

racolored_gray = np.nean(recalored_rgb, axis=2)

return ssim(original_gray, recolored_gray, data_ranges1.a)

Color Palette Extraction Camparisor
Enter the absolute path To the lnsgs: €
Enter the desired rumber of colors: 4

def compare_al,

rithes with quadtrec(inage path, num_colors, qt_threshold=10.9):

results =

# Load inage
Lab_ing, rgh_ing = lasd_inago(inago_path)

® - K-Means -
start_kneans = tine.tine()

(1ab._ing, num_colors)
r_inage{lab_ing, kmeans_pelette)
tine_kmeans = tine.tine() - start_kmeans

mse_kmesns - nce Lav{lab_iag, recolored keesns)
delta kneans = overoge (1sb_img, recolored kneans)
ssin_kneans - s3in rEb(rab_ing, recolored_kneans)

results| knea
tine': tine_kmeans,
e’ mse_kmeans,
daltaf’: delta_bmesns,
s5in's ssin kneans

}

® o Quadtres
start gt = tine.tine()
qe_paletts, qr_bloc
racolered gt = recol
time_qt - time. tine()

extract_palette quaderce(lab_ing, thresholdeqe_threshold, num_colorssnum colors)
from_blocks (1ab_ing, qt_blocks)
art_at

mse_qt = mee_lab(lab_ing, recolorsd_qt)
delta_qt = & 5_e(lab_irg, recolored_gt)
saingt = s:in_rgb(rgh_ing, recolored_gt)

results["quadtree’] =
“time': vine g,
o' me_t,
deltat': deltaqt,
“ssin’s ssin gt

results[ kmeans_palette’] = kneans_paletts
results| quadtree_palette’] = qt_palette

ratuen results

def save_palette_image(palette, filename, swatch_size=50):
“"“Save a horizontal color palette to an image file
num_colors = len(palette)

palette_rgb = lab2rgh(palette[np.newaxis, :, :])[0] # convert to RGB
img = np.zeros((swatch_size, num_colors * swatch_size, 3))

for 1, color in enuserate(palette_rgh):
img[:, 1 * swatch_size:(i + 1) * swatch_size] = color

img_uint8 - (img * 255).astype(np.uint8)
Inage. fromarray(img_uint8).save(filename)

Fig-5-Fig. 6. Evaluation and Visualization Functions Implementation

RESULT AND ANALYSIS

V. AFFERFHEFENFEDHHAS BEEN-COMPEEFEDFHEPAPERAS «

A. Authors-and-AffitiationsResult

1) Test Case 1: Actual Image of a Color Palette With
Amount Input the Same as the Actual Color Segregation

Fig6:Fig. 7. Input Image of Test Case 1

32x.p08

Eig7Fig. 8. Text Input of test Case 1
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Fig—8-Fig. 9. K-Means Color Palette Output of test Case 1

Fig-9-Fig. 10. Quadtree Color Palette Output of test Case 1

=== Evaluation Results ===

-- KMEANS --

Execution Time: 1.8763 seconds

MSE: 2.6eeeo

Delta E: ©.6000

SSIM: 1.6000

-- QUADTREE --

Execution Time: 8.8131 seconds

MSE: ©.2000

Delta E: ©.2000

S5IM: 1.ee00
Eig10-Fig. 11. Text Output of test Case 1

2) Test Case 2: Actual Image of a Color Palette With
Amount Input Different as the Actual Color Segregation

Fig—H-Fig. 12. Input Image of Test Case 1

+ === Color Palette Extraction Comarison ===
Enter the absolute path inage: €0 \ ! t3\gb-nignols-32x. ond
Enter the desired nunber of colors: 4

Fig12:Fig. 13. Text Input of test Case 1

Eig13-Fig. 14. K-Means Color Palette Output of test Case 1

Fig14-Fig. 15. Quadtree Color Palette Output of test Case 1
-- KMEANS --
Execution Time: 1.5568 seconds
MSE: 519.2817
Delta E: 15.1289
SSIM: ©.6622
-- QUADTREE --
Execution Time: 8.8143 seconds
MSE: ©.0000
Delta E: ©.0000
SSIM: 1.0000
Fig15-Fig. 16. Text Output of test Case 1

3) Test Case 3

Fig16:Fig. 17. Input Image of Test Case 3

=== Color Palette Extraction Comparison ===
Enter tha absolute path to the image: C:\Users\Syifa\Desktop\ColorPalstteExtractoritests\Idla.png
Enter the desired number of colors: 3

Fig17Fig. 18. Text Input of test Case 3

Eig18Fig. 19. K-Means Color Palette Output of test Case 3

Eig19-Fig. 20. Quadtree Color Palette Output of test Case 3

=== Evaluation Results ===

== KMEANS --

Execution Time: 1.7587 seconds

MSE: 29.5564

Delta E: 6.4862

SSIM: 9.9235

-- QUADTREE --

Execution Time: @.8545 seconds

MSE: 1e9.1935

Delta E: 9.4997

S5IM: 8.6126
Fig20:Fig. 21.  Text Output of test Case 1

fines.
4) Test Case 4

Eig2+Fig. 22. Input Image of Test Case 4

Color Palette Extraction Comparison ===
sbsolute path to the image: C:i\Users\Sylfs\Desktop\ColorPalettefxtractor\tasts\Fall (32:32).png
the desiced nuaber of colors: 3

Fig22:Fig. 23. Text Input of test Case 4

K-Means Color Palette Output of test Case 4

Fig24-Fig. 25. Quadtree Color Palette Output of test Case 4

Fig23-Fig. 24.

Makalah IF2211 Strategi Algoritma, Semester II Tahun 2024/2025



=== Evaluation Results ===

== KMEANS --
Execution Time: 1.4181 seconds

MSE: 59.4533
Delta E: 6.5120
SSIM: 9.8844
-- QUADTREE --
Execution Time: ©.6729 seconds
MSE: 234.8104
Delta E: 12.5653
SSIM: 8.4130
Fig-25-Fig. 26. Text Output of test Case 1

5) Non-Image Result Table

TABLE L. TEST RESULTS
Test Algorithm Ex-ecutmn MSE Delta E SSIM
Case Time (s)
K-Means 1,8763 0 0 1
! Quadtree 0,0131 0 0 1
s K-Means 15568 51]9%20 15,1289 0,6622
Quadiree 0,0143 0 0 1
K-Means 17507 29,:56 64362 0,9235
3 Quadtree 0.0545 109,19 94997 0,6126
. 35 B
K-Means 14181 59,;153 65120 0,8844
4
Quadtree 0,0729 23(4)1&81 12,5653 0,413
K-Means 1.6505 15227,;)5 7,03 0,8674
Avg.
Quadtree 0,0387 86,;)00 55162 0,7564
Fig-28-Non-Image results
Fig. 27. €} & ber-ofcol S { the M
Word Standard taalhae and £ seleet “1 Col I leetion palette.

B. Analysis

1) Time Complexity and Execution Time

The Quadtree algorithm and K-Means clustering differ
significantly in computational characteristics. The K-Means
algorithm iteratively refines cluster centers based on Euclidean
distance in color space, resulting in a time complexity of

o(m-k-i)

where n denotes the number of pixels sampled (in this case,
10,000), k is the number of clusters, and i is the number of
iterations until convergence. Despite the use of a subsampling
technique to accelerate the process, the iterative nature of K-
Means still results in relatively high execution time, measured at
average of the four cases, 1.6505 seconds in the conducted
experiments.

In contrast, the Quadtree algorithm operates via recursive
spatial decomposition. An image region is subdivided into four

quadrants if the perceptual color variation (measured using the
Delta E 2000 metric) exceeds a predefined threshold. The
recursion continues until all blocks meet homogeneity criteria or
reach a minimum block size. The average-case time complexity
is approximated as

O(nlogn)

where n is the number of pixels, due to the recursive splitting
and color evaluation over spatial blocks. As no iterative global
optimization is required, the Quadtree method achieves
significantly faster processing, completing in average of 0.0387
seconds, which has 97,66% time decreases.

This stark difference in execution time demonstrates the
Quadtree method’s suitability for time-sensitive applications
where rapid palette extraction is required.

2) Color Accuracy

Color fidelity is assessed using two metrics: Mean Squared
Error (MSE) in LAB space and average Delta E 2000 (AE\Delta
EAE), which captures perceptual differences in color.

The K-Means algorithm optimizes cluster centers to
minimize intra-cluster variance globally. This results in lower
reconstruction error. Such performance indicates effective
preservation of the original color distribution.

On the other hand, the Quadtree-based method constructs a
palette by averaging color values within spatial blocks and
subsequently filtering or clustering the block means. Although
perceptually guided, this approach does not globally optimize
for color similarity across the entire image. Consequently, it
yields a higher MSE and a larger Delta E, signifying lower color
accuracy.

While the Quadtree method is faster, it introduces more
approximation, leading to a less faithful color reconstruction
compared to K-Means.

3) Structural Similarity
To evaluate how well the methods preserve spatial structure
and texture, the Structural Similarity Index (SSIM) is utilized.
SSIM measures perceptual similarity between the original and
recolored images by comparing luminance, contrast, and
structural components.

K-Means achieves an average that is indicating high
preservation of visual structure. Since each pixel is individually
reassigned to its closest cluster center, the technique avoids
spatial artifacts and maintains detail.

In contrast, the Quadtree method applies a uniform color to
each block, disregarding internal variation. This simplification
introduces blockiness and loss of detail, resulting in a lower
SSIM score average.

Although this reduction in structural fidelity may be
acceptable in use cases prioritizing speed or simplicity (e.g.,
low-resolution rendering or abstracted visualization), it is less
appropriate for high-fidelity image processing tasks.
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XXIX-VI.  CONCLUSION

AThis paper has presented an in-depth comparison between
the Quadtree-based and K-Means clustering approaches for
extracting representative color palettes from digital images.
Through rigorous experimental evaluations, it was found that the
Quadtree algorithm excels in computational efficiency,
achieving an average of 97.66% faster execution time compared
to K-Means. This is attributed to its divide-and-conquer
mechanism which leverages spatial locality and perceptual color
thresholds to limit unnecessary processing.

However, the speed advantage of Quadtree comes at the cost
of accuracy. K-Means consistently produced lower Mean
Squared Error (MSE) and Delta E values, indicating better color
reconstruction and perceptual alignment. Furthermore, K-Means
achieved higher SSIM scores, preserving more of the original
image's structure and texture.

In summary, the Quadtree method is advantageous for real-
time or resource-constrained applications, where speed is

We suggest that you use a text box to insert a graphic
(which is ideally a 300 dpi resolution TIFF or EPS file with
all fonts embedded) because this method is somewhat more
stable than directly inserting a picture.

To have non-visible rules on your frame, use the
MSWord “Format” pull-down menu, select Text Box >
Colors and Lines to choose No Fill and No Line.

prioritized over exact visual fidelity. On the other hand, K-
Means remains the better choice for applications that require
high color accuracy and structural preservation, such as high-
quality visualization or digital archiving. Future work may
consider hybrid models that combine the spatial sensitivity of
Quadtree with the global optimization capability of K-Means to
balance speed and accuracy effectively.
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