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Abstract—This paper presents a two-stage framework for 

optimizing real estate investment portfolios in Jabodetabek using 

machine learning and dynamic programming. The first stage 

forecasts property-level Net Operating Income (NOI) and capital 

appreciation by training XGBoost models on historical sale and 

rental data. These predictions are used to compute the Net Present 

Value (NPV) of each property over a 10-year investment horizon. 

In the second stage, the portfolio selection problem is formulated 

as a 0/1 knapsack problem and solved using dynamic 

programming, with greedy and brute-force methods implemented 

as benchmarks. Experimental results show that the dynamic 

programming approach consistently identifies higher-value 

portfolios under a fixed budget constraint, outperforming 

heuristic methods in both performance and reliability. This work 

highlights the benefit of combining predictive analytics with 

combinatorial optimization to support data-driven decision 

making in property investment. 

Keywords—dynamic programming; machine learning; real 

estate; investment; 

I.  INTRODUCTION 

Real estate is the largest asset class in the world, 
encompassing both residential and commercial properties. Its 
prominence stems from its significant contribution to global 
wealth and its dual function as both a store of value and an 
investment vehicle. 

The Indonesian residential real estate market presents a 
unique set of challenges and opportunities. Unlike in many 
Western countries where transaction data is publicly recorded 
and accessible, the Indonesian market operates with significant 
data opacity. This lack of transparent historical pricing forces 
investors to rely on anedoctal evidence, localized knowledge, 
and simple heuristics. This challenge is particularly acute in the 
Jabodetabek (Jakarta, Bogor, Depok, Tangerang, and Bekasi). 
As the nation’s primary economic engine, Jabodetabek is highly 
dynamic and heterogeneous region, composed of countless 
micro-markets where property values are driven by complex 
interplay of infrastructure development, developer activity, and 
shifting demographic trends. 

For real estate investors, the primary objective is to 
maximize total return, which is a composite of rental income—
typically measured as Net Operating Income (NOI)—and long-
term capital appreciation. Traditional investment strategies often 
involve ranking properties by simple metrics like capitalization 
rate (NOI divided by price). However, such methods favor 
immediate yield and may fail to identify properties with lower 
initial returns but significantly higher future growth potential. In 
a diverse market like Jabodetabek, a strategy that cannot 
simultaneously evaluate both income and growth potential at a 
granular, property-by-property level is fundamentally 
incomplete. This gap highlights the need for holistic, forward-
looking valuation and selection framework. 

This paper addresses this challenge by developing and 
evaluating an integrated framework that combines machine 
learning for forecasting with dynamic programming for 
optimization. This paper aims to move beyond simple heuristics 
and provide a method for constructing an optimal investment 
portfolio under a fixed budget. The central research question is: 
Can a portfolio strategy, driven by machine learning-based 
forecasts of NPV and optimized using an exact method like 
dynamic programming, generate a significantly higher total 
return thatn portfolios constructed using common greedy 
heuristics? 

 Disclaimer: None of the numbers, predictions, or models 
discussed in this paper should be used as a basis for real 
investment decisions. This paper is intended solely for 
educational and experimental purposes and does not constitute 
financial advice. 

II. LITERATURE STUDY 

A. Hedonic Pricing and Machine Learning for Valuation 

The foundational model for real estate valuation is the 
hedonic pricing model, which posits that a property’s price is a 
function of its constituent characteristics. Early research in this 
area, such as the seminal work by Rosen, applied multiple linear 
regression to determine the marginal contribution of attributes 

mailto:asybel.bintang@gmail.com
mailto:15223011@mahasiswa.itb.ac.id


Makalah IF2211 Strategi Algoritma, Semester II Tahun 2024/2025 

 

like square footage, number of bedrooms, and location to the 
overall price [1]. This approach has been widely applied to real 
estate markets globally, including an early model for the Greater 
Jakarta area by Samapatti and Tay, which highlighted that 
locational attributes were key drivers of new housing prices [2]. 

While foundational, traditional regression models often fail 
to capture the complex, non-linear relationships and feature 
interactions inherent in real estate data. The last decade has seen 
a paradigm shift towards the use of machine learning (ML) for 
property valuation. Numerous studies have demonstrated that 
ML algorithms—such as Random Forests, Support Vector 
Machines, and Gradient Boosted Trees—consistently 
outperform hedonic regressions in predictive accuracy [3].  

B. Real Estate Portfolio Optimization 

Moving from the valuation of single assets to the selection 

of an optimal group of assets is the domain of portfolio 

optimization. The classic framework is Modern Portfolio 

Theory (MPT), developed by Harry Markowitz, which 

constructs portfolios based on the trade-off between expected 

return and risk, measured as variance [4]. However, MPT has 

significant limitations when applied to real estate. It’s 

assumptions of asset divisibility and liquidity are violated by 

real estate assets, which are indivisible, unique, and involve 

high transaction costs. 

This has led researchers to explore alternative methods from 

the field of operations research. Multi-Criteria Decision-

Making (MCDM) models, such as the Analytic Hierarchy 

Process (AHP), have been used to rank properties based on a 

combination of financial and non-financial factors [5]. 

  

C. Literature Study Summary and Research Gap 

 The literature provides a clear foundation for my work. 
Machine larning, particularly XGBoost, is the state-of-the-art 
for property valuation. Various optimization techniques exist for 
porrtfolio selection, but many are ill-suited for the specific 
constraints of real-estate investing. Finally, the indonesian 
market’s data opacity necessitates new approaches to 
fundamental tasks like estimating price growth. 

 A clear gap emerges from this review: there is no integrated 
framework that combines property-level forecasting of both 
NOI and capital appreciation using state-of-the-art ML and then 
feeds these predictions into an exact optimization algorithm like 
Dynamic Programming to construct a provably optimal portfolio 
under a budget constraint. My study directly addresses this gap. 
This paper move beyond simple heuristics to create a data-
driven, end-to-end solution tailored to the specific challenges 
and opportunities of the Jabodetabek real estate market. 

III. FOUNDATIONAL THEORY 

A. Dynamic Programming 

Dynamic Programming (DP) is a powerful algorithmic 
technique for solving complex problems by breaking them down 
into a collection of simpler, overlapping subproblems. 
Developed by Richard Bellman in the 1950s, the approach is 
predicated on the principle of optimality. The Bellman principle 

of optimality states that an optimal policy has a property that 
whatever the initial state and initial decision are, the remaining 
decisions must constitute an optimal policy with regard to the 
state resulting from the first decision. 

For a problem to be solvable with DP, it must exhibit two 
key properties: 

• Optimal Substructure: An optimal solution to the overall 
problem can be constructed from the optimal solutions of 
it’s subproblems. 

• Overlapping Subproblems: The algorithm solves the 
same subproblems repeatedly. DP avoids recomputation 
by storing the solutions to these subproblems in a table 
(a technique known as memoization) or by solving them 
in a systematic, bottom-up fashion. 

In this paper, DP is used as the exact solution method for the 
0/1 Knapsack Problem to find the provably optimal investment 
portfolio under the budget constraint. Below is the example of 
dynamic programming problem. 

 

Fig. 1. Dynamic Programming Graph (Source: 

https://informatika.stei.itb.ac.id/~rinaldi.munir/)  

Recurrence relationship of the problem: 

• True basis: 

𝑓0(𝑠) = 0 

• First node: 

𝑓1(𝑠) = 𝑐𝑜𝑠𝑡(𝑑0, 𝑠) 

• Recurrence: 

𝑓𝑘(𝑠) = min
𝑑∈𝐷

{𝑓𝑘−1(𝑑) + 𝑐𝑜𝑠𝑡(𝑑, 𝑠)} 

 

With: 

o 𝑓𝑘(𝑠) : function to find the minimum cost 
of a state s in stage k by evaluating previous 
subproblems. 

o 𝐷 : list of decisions 

o 𝑠 : a state that is being evaluated of the 
stage k. 

o 𝑐𝑜𝑠𝑡(𝑑, 𝑠): cost from a node from previous 
stage to the state that is being evaluated. 
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B. The 0/1 Knapsack Problem 

The 0/1 Knapsack Problem is a classic problem in 
combinatorial optimization. It describes a situation where one 
must choose from a set of items, each with an associated weight 
and value, to pack into a knapsack that has a maximum weight 
capacity. The goal is to maximize the total value of the items in 
the knapsack without exceeding the capacity. 

The ”0/1” is crucial; for each item, the decision is binary—
either the item is taken (1) or it is left behind (0). It is not possible 
to take a fraction of an item. Formally, given n items, the 
problem is to: 

Maximize:  

∑𝑣𝑖𝑥𝑖

𝑛

𝑖=1

 

Subject to:  

∑𝑤𝑖𝑥𝑖 ≤ 𝑊

𝑛

𝑖=1

 

𝑥𝑖 ∈ {0,1} 
Where: 

• 𝑉𝑖 is the value of item i 

• 𝑤𝑖  is the weight of item i 

• 𝑊 is the maximum capacity of the knapsack 

• 𝑋𝑖 is the decision variable, x_i \in {0, 1} 

C. Extreme Gradient Boosting (XGBoost) 

 

 

Fig. 2. XGBoost Architecture Diagram (Source: 
https://www.researchgate.net/figure/General-architecture-of-XGBoost-

algorithm_fig2_371285048) 

 
Extreme Gradient Boosting (XGBoost) is a highly efficient 

and scalable machine learning algorithm based on the gradient 
boosting framework. Developed by Chen and Guestrin, 
XGBoost builds a predictive model in the form of an ensemble 
of weak prediction model, typically decision trees [6]. 

XGBoost builds on gradient boosting by optimizing a 
regularized objective function, which balances prediction 
accuracy with model complexity. The general form is: 

 

𝑂𝑏𝑗(𝜃) =∑𝑙(𝑦𝑖 , 𝑦̂𝑖) +∑Ω(𝑓𝑘)

𝐾

𝑘=1

𝑛

𝑖=1

 

 
where l is the loss function (e.g., mean squared error for 

regression), 𝑦̂𝑖 = ∑ 𝑓𝑘(𝑥𝑖)
𝐾
𝑘=1  represents the model prediction as 

the sum of K regression trees, and Ω(𝑓𝑘) penalizes each tree’s 
complexity via: 

Ω(𝑓𝑘) = 𝛾𝑇 + 
1

2
𝜆∑𝑤𝑗

2

𝑇

𝑗=1

 

 
where T is the number of leaves, and 𝑤𝑗  are the leaf scores. 

Training proceeds by additively building trees to minimize this 
objective.  

D. Net Present Value (NPV) 

Net Present Value (NPV) is a cornerstone of corporate 
finance used to evaluate the profitability of an investment or 
project. The principle is based on the time value of money: a sum 
of money today is worth more than the same sum in the future 
due to its potential earning capacity. NPV calculates the present-
day value of all future cash flows generated by an investment, 
minus the initial cost of the investment. The foundational theory 
and rigorous definition of NPV are detailed in authoritative 
finance texts [7]. 

 

The foundational formula for NPV is: 

𝑁𝑃𝑉 =∑
𝐶𝐹𝑡

(1 + 𝑟)𝑡
− 𝐶0

𝑇

𝑡=1

 

where: 

• T  : investment horizon 

• r  : discount rate 

• 𝐶𝐹𝑡 : net cash flow in period t 

• 𝐶0 : initial capital 

 

 
The equation above can be specified for a real estate 

investment as follows: 

 

𝑁𝑃𝑉 = (∑
𝑁𝑂𝐼𝑖
(1 + 𝑟)𝑡

𝑇

𝑡=1

)
⏟        
𝑃𝑉 𝑜𝑓 𝑅𝑒𝑛𝑡𝑎𝑙 𝐼𝑛𝑐𝑜𝑚𝑒

+
𝑃̂𝑖,2025+𝑇
(1 + 𝑟)𝑇⏟    

𝑃𝑉 𝑜𝑓 𝐹𝑢𝑡𝑢𝑟𝑒 𝑆𝑎𝑙𝑒

− 𝑃𝑖,2025⏟  
𝐼𝑛𝑖𝑡𝑖𝑎𝑙 𝐶𝑜𝑠𝑡

 

 

where: 

• T : investment horizon 

• NOI : Net Operating Income 

• r  : discount rate 

• 𝑃̂  : predicted future price 

https://www.researchgate.net/figure/General-architecture-of-XGBoost-algorithm_fig2_371285048
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• 𝑃  : initial purchase price 

 

IV. METHODOLOGY 

This study proposes a two-stage framework for real estate 
investment portfolio optimization. The first stage uses machine 
learning models to forecast property valuations, and the second 
stage employs dynamic programming to select an optimal 
portfolio under a fixed budget constraint. 

All modeling, data handling, and optimization tasks were 
implemented in Python, leveraging libraries such as pandas, 
scikit-learn, xgboost. 

A. Data Acquisition and Pre-processing 

The datasets used for this study are: 

• Residential Property in Jabodetabek Sales Price 2023 
(from Kaggle) 

https://www.kaggle.com/datasets/nafisbarizki/daftar-
harga-rumah-jabodetabek  

• Residential Property Sales Price 2025 in Indonesia 
(scraped from Rumah123.com) 

• Residential Property Rental 2025 in Indonesia (scraped 
from Rumah123.com) 

Data scraping was conducted using repectful and compliant 
methods that follow robots.txt of Rumah123.com and 
Rumah123’s terms of service. Key features extracted: title, 
district, city, price, bedrooms, bathrooms, land_area, 
buidling_area, location, certificate, electricity_power, 
building_condition, and description. 

 

Fig. 3. 2023 Sale data preview prior to cleaning 

 

Fig. 4. 2025 Sale data preview prior to cleaning 

 

Fig. 5. 2025 Rent data preview prior to cleaning 

The preprocessing steps were designed to ensure data 
quality, consistency, and compatibility across datasets. The 
following steps were applied, as detailed in the data preparation 
pipeline: 

1. Column Cleanup and Reordering: 

2. Aligning Historical Data 

3. Data Type Conversion 

4. Categorical Data Cleaning 

5. Geographic Filtering 

6. Duplicate and Null Value Handling 

7. Outlier Removal 

8. Feature Encoding and Standardization 

 
These preprocessing steps resulted in robust, consistent 

datasets suitable for machine learning and portfolio 
optimization: 

• df_sale_2023 

• df_rent 

• df_sale_2025_train (for training market value prediction 
in 2025) 

• df_sale_2025 (for final test + optimization) 

 

B. Exploratory Data Analysis 

To understand the structure and characteristics of the 
residential property dataset, we conducted an Exploratory Data 
Analysis (EDA) on 6,227 cleaned listings collected from 
Jabodetabek in 2025. This step is essential for uncovering 
patterns, detecting anomalies, and forming hypotheses that can 
guide downstream modeling and portfolio selection. 

The dataset comprises 14 features for each property, 
including pricing, physical attributes (e.g., land size, number of 
bedrooms), categorical variables (e.g., location, certificate type), 
and textual descriptions.  

Key numeric variables include: 

• price_in_rp: Listed property price in Indonesian Rupiah 

• land_size_m2, building_size_m2: Physical dimensions 

• bedrooms, bathrooms, floor_count: Functional capacity 

• electricity_power: Installed capacity in VA 

Categorical fields include: 

• city, district: Geographic location 

https://www.kaggle.com/datasets/nafisbarizki/daftar-harga-rumah-jabodetabek
https://www.kaggle.com/datasets/nafisbarizki/daftar-harga-rumah-jabodetabek
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• certificate, property_condition: Legal and physical 
attributes 

 

Fig. 6. Distribution of Jabodetabek property prices (Source: Author’s 

archive) 

The distribution of property prices (in Indonesian Rupiah) is 
visualized to assess market spread and skewness. The histogram 
above shows a right-skewed distribution of property prices, 
indicating that most listings fall within the lower-to-mid price 
range, with fewer high-end properties. This long tail suggests the 
presence of a luxury segment with significantly higher prices. 

 

 

Fig. 7. Jabodetabek property features correlation heatmap (Source: Author’s 

archive) 

A heatmap of the Pearson correlation coefficients between 
numeric features was generated to understand linear 
relationships. Features included: price_in_rp, bedrooms, 
bathrooms, land_size_m2, building_size_m2, electricity_power, 
floor_count. 

This matrix highlights strong positive correlations between: 

• Land and building size 

• Bedrooms and building size 

• size and building size to Price 

 

 

 

Fig. 8. Top 10 Jabodetabek cities by median property price (Source: 

Author’s archive) 

Finally, we analyzed price variations across geographic 
regions. Figure 8 shows the top 10 cities by median property 
price: 

Observations: 

• Jakarta Utara (North Jakarta), Jakarta Selatan (South 
Jakarta), and Jakarta Barat (West Jakarta) dominate in 
terms of median pricing. 

• Tangerang and Jakarta Timur follow as secondary 
premium zones. 

• Cities like Bekasi, Bogor, and Depok exhibit 
significantly lower median prices, making them 
attractive for budget-conscious investors or first-time 
buyers. 

This geographic breakdown highlights regional disparities in 
valuation and potential for location-based portfolio 
diversification. 

 

 

C. Asset Value Forecasting 

The forecasting phase employs XGBoost to predict property 
sale prices and rental income. This is critical for estimating 
financial returns. Three models were developed to provide 
comprehensive projections, leveraging preprocessed datasets to 
ensure accuracy. The process involves feature preparation, log-
transformation of targets, hyperparameter tuning, and financial 
metric calculations. 

Model Development: 

• 2023 Sale Model: Trained on df_sale_2023 to predict 
historical sale prices (price_in_rp). 

• 2025 Rent Model: Trained on df_rent_2025 to predict 
annual rental income (rent_price_per_year). 

• 2025 Sale Model: Trained on df_sale_2025_train (50% 
split from df_sale) to predict 2025 sale prices. 

Feature Preparation: 

• Dropped non-predictive columns (url, title, description, 
price_in_rp or rent_price_per_year) 
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• One-hot encoded categorical features with drop-
first=True, aligning 2023 and 2025 datasets using 
DataFrame.reindex. 

• Standardized numerical features for cross-temporal 
comparability. 

• np.log1p() (a method from numpy) is used to targets to 
address price skewness. The predictions can be reverted 
using np.expm1(). 

After these preprocessing steps, the data was ready for model 
training. Below is the code snapshot of the XGBoost regressor 
model setup. 

 

Fig. 9. XGBoost Model Code Snapshot (Source: Author’s archive) 

Training Configuration (optimized hyperparameters via 
GridSearchCV [3-fold CV, negative MSE scoring): 

TABLE I.  XGBOOST HYPERPARAMETERS 

n_estimators 1000 

learning_rate 0.01 

max_depth 7 

subsample 1.0 

colsample_bytree 0.8 

gamma 0 

   

Using these models, the df_sale_2025 properties were 
enriched with these financial metrics: 

• NOI Predictions (from rent model) 

𝑁𝑂𝐼𝑖 = 𝑅𝑒𝑛𝑡𝑖 − 𝑁𝑂𝐸 

Where NOE is Net Operating Expenses.  We assume 
that 30% of the gross rental income is allocated to NOE, 
which include property taxes, maintenance, 
management fees, and vacancy allowances. This 70/30 
split between Net Operating Income (NOI) and 
expenses is a common benchmark in property valuation 
models, especially for residential assets in emerging 
markets. 

• Capital Gain Forecast via CAGR (Compound Annual 
Growth Rate): 

𝐶𝐴𝐺𝑅𝑖 = √(
𝑃̂𝑖,2025

𝑃̂𝑖,2023
) − 1 

• NPV Calculation 

𝑁𝑃𝑉𝑖 =∑
𝑁𝑂𝐼𝑖,𝑡
(1.1)𝑡

+
𝑃̂𝑖,2035
(1.1)10

10

𝑡=1

− 𝑃𝑖,2025 

 Where: 

o NOI grows by 3% annually 

o 𝑃̂𝑖,2035 = 𝑃̂𝑖,2025 × (1 + 𝐶𝐴𝐺𝑅)
10 

The calculation assumes a discount rate (r) of 10% and a 
conservative annual rental growth rate of 3%. This NPV serves 
as the objective value for optimization. 

A discount rate of 10% is used to reflect the opportunity cost 
of capital and the perceived risk of investing in real estate within 
the Jabodetabek region. This rate captures market uncertainties, 
inflation expectations, and the investor’s required rate of return. 
It is also consistent with published rates used in feasibility 
studies and REIT evaluations in Southeast Asia. 

The model assumes a modest 3% annual growth in rent, 
which aligns with the long-term average rental inflation in 
Indonesia’s urban residential market. This conservative estimate 
avoids overstating returns, especially in a market subject to 
cyclical fluctuations and regulatory constraints. 

D. Portfolio Optimization 

 The Investment selection problem is modeled as a 0/1 
Knapsack Problem: 

𝑚𝑎𝑥∑𝑣𝑖𝑥𝑖

𝑛

𝑖=1

    𝑠. 𝑡.    ∑𝑤𝑖𝑥𝑖 ≤ 𝑊

𝑛

𝑖=1

,     𝑥𝑖 ∈ {0,1}  

Where: 

• 𝑣𝑖 = 𝑁𝑃𝑉𝑖 

• 𝑣𝑖 = 𝑝𝑟𝑖𝑐𝑒𝑖 

• 𝑊 = 𝑡𝑜𝑡𝑎𝑙 𝑏𝑢𝑑𝑔𝑒𝑡 (𝑒. 𝑔. , 𝑅𝑝 5 𝐵𝑖𝑙𝑙𝑖𝑜𝑛) 

Dynamic Programming is used to solve this problem exactly 

by discretizing the budget and storing subproblems values. 

Algorithms used for benchmarking include: 

• solve_portfolio_DP(): optimal solution 

• solve_portfolio_greedy(): heuristic rank by NPV 

• solve_portfolio_bruteforce(): exhaustive enumeration 
(used only for small samples due to compute limitations)  

The pseudocode for each algorithm is provided below. 
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E. Evaluation and Algorithm Comparison 

The evaluation phase assesses the performance of the 
optimization algorithms, comparing their ability to maximize 
NPV, adhere to the budget, and execute efficiently. Two 
approaches—static benchmarking and Greedy accuracy 
assessment—provide insights into algorithmic trade-offs, using 
the final dataset,  rumah123_2025_sale_modelled.csv. 

• Static Benchmarking: 

o Dataset: 20-property sample. 

o Metrics: Total NPV, total cost, number of selected 

properties, and execution time. 

o Procedure: applied each algorithm, summarizing 

results in a pandas DataFrame. 

o Output: identified the best algorithm by highest NPV. 

 

• Greedy Accuracy Assessment: 

o Dataset: 1000 trials, each sampling 20 properties with 

random seeds. 

o Metrics: greedy failure rate (greedy’s NPV < DP’s 

NPV) and success rate (greedy’s NPV = DP’s NPV). 

o Procedure: compared greedy and DP solutions per 

trial. This reports suboptimality frequency. 

o Purpose: evaluated dynamic programming’s reliability 

for large scale applications. 

V. RESULT AND ANALYSIS 

A. Model Performance 

 

Fig. 10. Model evaluation using RMSE for Sale 2023 Model code snapshot 

(Source: Author’s archive) 

TABLE II.  RMSE EVALUATION FOR EACH MODEL 

 2023 Sale 

Model 

2025 Rent 

Model 

2025 Rent 

Model 

RMSE (log-scale) 0.26 0.35 0.33 
RMSE (IDR) 561,034,167 51,539,800 1,080,427,856 

 

FUNCTION solve_portfolio_DP(properties, totalBudget) 
    SET baseUnit ← 1 million 
    SET capacity ← totalBudget ÷ baseUnit 
    SET n ← SIZE(properties) 
 
    FOR each property i IN properties DO 
        weight[i] ← price[i] ÷ baseUnit 
        value[i] ← NPV[i] 
    END FOR 
 
    INITIALIZE dp[0…capacity] ← 0 
    INITIALIZE keep[0…n][0…capacity] ← FALSE 
 
    FOR i FROM 0 TO n - 1 DO 
        FOR w FROM capacity DOWNTO weight[i] DO 
            IF dp[w - weight[i]] + value[i] > dp[w] THEN 
                dp[w] ← dp[w - weight[i]] + value[i] 
                keep[i][w] ← TRUE 
            END IF 
        END FOR 
    END FOR 
 
    SET selected ← EMPTY LIST 
    SET w ← capacity 
 
    FOR i FROM n - 1 DOWNTO 0 DO 
        IF keep[i][w] THEN 
            selected.ADD(i) 
            w ← w - weight[i] 
        END IF 
    END FOR 
 
    RETURN (dp[capacity], selected, SUM(price[i] FOR i IN 
selected)) 
END FUNCTION 

FUNCTION solve_portfolio_greedy(properties, totalBudget) 
    FOR each property i IN properties DO 
        ratio[i] ← NPV[i] ÷ price[i] 
    END FOR 
 
    SORT properties BY ratio DESCENDING 
 
    SET selected ← EMPTY LIST 
    SET totalCost ← 0 
    SET totalNPV ← 0 
 
    FOR each property i IN sorted properties DO 
        IF totalCost + price[i] ≤ totalBudget THEN 
            selected.ADD(i) 
            totalCost ← totalCost + price[i] 
            totalNPV ← totalNPV + NPV[i] 
        END IF 
    END FOR 
 
    RETURN (totalNPV, selected, totalCost) 
END FUNCTION 

FUNCTION solve_portfolio_bruteforce(properties, totalBudget) 
    SET bestNPV ← 0 
    SET bestSubset ← EMPTY LIST 
 
    FOR each subset IN ALL_COMBINATIONS(properties) DO 
        cost ← SUM(price of each item in subset) 
        IF cost ≤ totalBudget THEN 
            npv ← SUM(NPV of each item in subset) 
            IF npv > bestNPV THEN 
                bestNPV ← npv 
                bestSubset ← subset 
            END IF 
        END IF 
    END FOR 
 
    totalCost ← SUM(price of items in bestSubset) 
    RETURN (bestNPV, bestSubset, totalCost) 
END FUNCTION 
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Fig. 11. 2023 Sale Model Test Visualization (Source: Author’s archive) 

 

Fig. 12. 2025 Rent Model Test Visualization (Source: Author’s archive) 

 

Fig. 13. 2025 Sale Model Test Visualization (Source: Author’s archive) 

In all three figures, the XGBoost model generally learns the 
price/rent trends well, but prediction accuracy decreases for 
high-value properties or rentals. This is reflected in the 
increasing scatter and deviation from the 1:1 line at higher price 
ranges. 

This could be due to: 

• Fewer training samples in the high-price segment (data 
imbalance), 

• More complex or non-linear price drivers for expensive 
properties (e.g., location prestige, amenities), 

• Data noise or inconsistencies in listings for luxury 
properties. 

B. Optimization Algorithm Performance 

The first five rows of the final dataset used to evaluate 

optimization algorithms performace is given below. 

 

 

Fig. 14. Final dataset with NPV (Source: Author's archive) 

 

 

Fig. 15. Portfolio optimization result comparison for different algorithms (DP, 

Greedy, and Brute Force) (Source: Author’s archive) 

To evaluate the effectiveness of different portfolio selection 
methods, we implemented and tested three algorithms: Dynamic 
Programming (DP), Greedy Heuristic, and Brute Force 
Exhaustive Search. Each algorithm was applied to a fixed 
sample of 20 properties drawn from the final dataset, with a 
budget cap of Rp 5,000,000,000. 

Figure 12 summarizes the performance of the three 
algorithms. All three were able to select four properties within 
the budget constraint. However, small differences emerged in 
the achieved Net Present Value (NPV): 

• Dynamic Programming achieved the highest NPV of 
Rp 18.617 billion. 

• Brute Force, as expected, matched DP exactly, 
confirming its role as a ground truth benchmark. 

• Greedy Algorithm, while faster, yielded a slightly lower 
NPV of Rp 18.597 billion—indicating a ~Rp 20 million 
shortfall. 

Despite the marginal gap, this difference illustrates that even 
in small samples, heuristic methods can produce suboptimal 
outcomes, especially when item value-to-cost ratios are not 
uniformly distributed. 

In terms of runtime: 

• Greedy was the fastest (~0.0015 seconds), 

• followed by Dynamic Programming (~0.0132 seconds), 

• and Brute Force (~0.7374 seconds), which becomes 
intractable for larger inputs. 

To further quantify the reliability of each algorithm, we 
conducted 1000 randomized trials comparing DP and Greedy on 
20-property subsamples. The results show: 
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• Greedy failed to match the DP-optimal result 359 times, 
a 35.90% failure rate. 

• It succeeded in 641 cases (64.10% success rate). 

This consistent performance gap validates the necessity of 
exact methods like Dynamic Programming for high-stakes 
investment decision-making, especially when the portfolio size 
and stakes grow larger. 

The optimal property selection made by DP in the 200-
sample test includes four assets with diverse price points and 
NPVs (see bottom of Fig. 12), ranging from Rp 765 million to 
Rp 2 billion. This confirms that the DP-based selection is 
capable of combining both high-value and cost-effective 
properties to achieve maximum return under budget constraints. 

 

C. Portfolio Investment Analysis 

To evaluate the long-term performance of property selection 
strategies, we simulate a 10-year investment horizon for 
portfolios chosen using both Dynamic Programming and Greedy 
algorithms. Each portfolio’s projected value incorporates both 
rental income and capital appreciation, reflecting real-world 
investment dynamics. 

Key components of the simulation: 

• Rental Income Stream: Annual Net Operating Income 
(NOI) is projected to grow at a fixed 3% yearly rate, 
accounting for rental increases over time. 

• Capital Appreciation: Property resale values are modeled 
using each property's estimated Compound Annual 
Growth Rate (CAGR), with additional Gaussian noise (σ 
= 2%) to capture market uncertainty and variance. 

• Cumulative Portfolio Value: At each time step, the 
cumulative value consists of: 

o The discounted NOI cash flows, and 

o The projected resale value of all properties 
held in the portfolio. 

• Comparative Visualization 

 

Fig. 16. Simulation 10-year cummulative projection of DP vs Greedy portfolio 

value (Source: Author’s Archive) 

This analysis shows how small differences in asset 
selection—especially early on—can lead to significant 

compounding effects over time, which can be crucial for long-
term investors. 

D. Performance and Algorithm Complexity Analysis 

Our empirical results clearly show that Dynamic 
Programming (DP) consistently achieves the highest total NPV 
across repeated trials. In a series of 1,000 randomized tests, DP 
outperformed the Greedy method 35.9% of the time, 
Demonstrating that Greedy heuristics often fail to reach optimal 
solutions when returns-to-cost ratios vary significantly between 
properties. While the Brute Force approach did match DP’s 
results, it incurred prohibitive computational costs and is 
infeasible beyond very small portfolio sizes. Time complexity 
overview: 

• DP: 𝑂(𝑛𝑊) where n is the number of properties and W 
is the discretized budget capacity. 

• Greedy: 𝑂(𝑛 log 𝑛) by the sorting step, 𝑂(𝑛) for the cost 
selection. 

• Brute Force: 𝑂(2𝑛) due to evaluation of all possible 
subsets. 

TABLE III.  ALGORITHM SUMMARY 

Algorithm Time 

Complexity 

Space 

Complexity 

Optimality 

DP 𝑂(𝑛𝑊) 𝑂(𝑊) Guaranteed 
Optimal 

Greedy 𝑂(𝑛 log 𝑛)
+ 𝑂(𝑛) 

𝑂(𝑛) Approximate 
(~64% 
success to 
match DP) 

Brute Force 𝑂(2𝑛) 𝑂(𝑛) Guaranteed 
optimal 

 

This validates the trade-off: while Greedy is faster, DP 
ensures optimality within practical time limits for typical real 
estate portfolio sizes. 

VI. CONCLUSION AND SUGGESTIONS 

This study presented an integrated, data-driven framework 
for optimizing residential real estate investment portfolios in the 
Jabodetabek area by combining machine learning and dynamic 
programming. The key contribution lies in bridging the gap 
between predictive modeling and exact optimization under 
realistic constraints. By forecasting Net Operating Income 
(NOI) and capital appreciation using XGBoost, and using these 
projections to compute property-level Net Present Value (NPV), 
we formulated the portfolio selection task as a 0/1 Knapsack 
Problem solvable via dynamic programming. 

The empirical evaluation demonstrated that: 

• The Dynamic Programming (DP) approach consistently 
achieved the highest total NPV in comparison to 
heuristic methods like Greedy. 
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• In randomized trials, Greedy failed to match DP in 
approximately 36% of the cases, validating the 
importance of exact optimization when precision is 
required. 

• The simulated growth projections showed the long-term 
trajectory of selected portfolios and further emphasized 
the differences in property quality that may not be 
evident from simple heuristics alone. 

Despite these contributions, there are several opportunities 
for improvement and future work: 

• Rigorous Validation of Assumptions: While the 
current study uses conservative financial assumptions—
30% operating expense ratio, 10% discount rate, and 3% 
annual rent growth—it is essential to subject these to 
deeper empirical scrutiny. 

• Enriching the Feature Set: Although the existing 
model explains much of the variability in sale prices, 
incorporating additional property-level features could 
enhance predictive performance. Features such as road 
width, garage/carport availability, dwelling furnishing 
status, proximity to transit, or micro-neighborhood 
design (e.g., cul-de-sac vs grid streets) have 
demonstrated measurable impacts on property value and  

• Stochastic & Risk-Aware Optimization: Real estate 
returns are inherently uncertain. Enhancing the 
optimization framework to incorporate risk-adjusted 
objectives—including variance, downside risk, or 
scenario-based outcomes—could improve decision-
making under uncertainty. Approaches might include 
Monte Carlo simulation, robust optimization, or CAPM-
calibrated discount rate adjustments. 

VII. ATTACHMENTS 

The complete source code, dataset samples, and 
experimental results used in this paper can be accessed on the 
project’s GitHub repository: 

https://github.com/KalengBalsem/RE_Portfolio_Optimization  
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