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Abstract—The Wiki Game is a simple game designed to work 

with Wikipedia which only requires a web browser and Internet 

access. The goal of this game is to navigate from a randomly 

selected Wikipedia article to another in least number of clicks or 

the least time. In this paper, the author will discuss about the 

concepts of web crawler, greedy best first search algorithm, web 

crawler modification using the algorithm, and its usage in solving 

The Wiki Game. 
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I.  INTRODUCTION 

A game is defined as a form of play that is usually 
competitive and is played according to certain rules. Game 
players play their games to obtain enjoyment or sometimes to 
achieve certain rewards. There exists many varieties of games 
played in different kinds of media, all of which shares the 
common properties of having challenges, rules, and interactions 
to the player.  

The Wiki Game is one example of a game which uses the 
Wikipedia, an online free encyclopedia as a media. It is a simple 
game which only requires Internet access and a web browser. It 
is played with the goal of reaching a certain preselected article 
from another. The challenge is to do so in the least number of 
clicks or least time. 

To reach the goal of the game, one strategy that the players 
can use is to repeatedly scan through the available articles and 
click on or navigate to the link that they think will lead to the 
destination article. These series of steps can be automated with 
a web crawler that uses greedy best first search algorithm. Web 
crawlers are used to scan and navigate through the articles while 
greedy best first search algorithm takes care of the article 
choosing part. This paper will discuss the concepts of web 
crawlers, greedy best first search algorithm, and the modified 
web spider that implements greedy best first search algorithm, 
also its usage in the solver of The Wiki Game. 

 

II.  WEB CRAWLER 

A web crawler or spider is a computer program, usually 
distributed, to index content from all over the Internet it is used 
to collect information. The Internet is a large network that can 
be modeled down to a directed graph, with the nodes or vertices 
being pages on the network and the edges being the link between 
two pages. One important thing to notice here is that a certain 
page may have a link to another specific page but not vice-versa, 
hence the graph is directed. Web crawlers traverse this network 
in a specific manner that follows a selection policy. The policy 
determines the page to index or download next 

The selection policy of a web crawler is a rule that selects 
which page on the network to index next, or in other words the 
selection policy selects which node on the graph to visit next. 
There are many selection policy that can be used in a web 
crawler. Because the model is a graph, the selection policy can 
be said to be the graph traversing algorithm used in traversing 
the network. This algorithm can be focused or non-focused. 
Non-focused examples for the algorithm would be simple 
breadth-first traversal or depth-first traversal. While for the 
focused algorithms examples include academic-focused 
crawler, this kind of crawler algorithm focuses more on crawling 
educational sites and research papers. 

Other than the selection policy, web crawlers follow other 
policies including a revisit policy which determines when the 
crawler needs to revisit an outdated page. Politeness policy that 
states how the crawler can avoid overloading websites, and a 
parallelization policy that controls a distributed web crawler. 

A common web crawler has modules including a fetcher to 
fetch preselected links, a link extractor to extract links to be 
fetched later from the currently fetched page, and link filter to 
filter links that should not be fetched. The selection policy is 
usually implemented in the fetcher module. One design of a web 
crawler can be observed in the figure 1 below. 
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Figure 1 

Source: https://en.ryte.com/wiki/Crawler 

III. GREEDY BEST FIRST SEARCH ALGORITHM 

Node searching on a graph or tree is one of the most 
commonly used algorithm in computer science, greedy best first 
search is a variation of it. Greedy best first search algorithm is a 
type of informed search algorithm. An informed search 
algorithm means that the algorithm has information on the goal 
node. With this knowledge, the algorithm can cut off some 
search space and find the goal node more efficiently.  

The informed search algorithm is especially useful in 
searching in a large search space. In this type of graph or tree 
searching algorithm, a heuristic function is used on the nodes to 
determine how promising an intermediate node is to reach the 
goal node. The function is denoted as ℎ(𝑛). Examples of this 
search algorithm includes A* algorithm and greedy best first 
search algorithm. 

Greedy best first search algorithm is also known as pure 
heuristic search. This algorithm works by expanding the best, 
most promising node only according to the result of the heuristic 
function ℎ(𝑛), hence the name pure heuristic search.  

The algorithm itself can be explained as the following steps: 

1. Place the starting node on the to-be-expanded list. 

2. If the list is empty, stop the search. This means that the 
search does not find the goal node. 

3. Find the node with the lowest value of the heuristic 
function defined, remove it from the list. 

4. Expand the node found by generating its successors of 
that node. 

5. Check if any of the successors are the goal node. If so, 
stop the search. This means that the search has found the 
goal node. 

6. For every successor node, place it on the to-be-
expanded list. 

7. Go back to step 2. 

For this algorithm, the time and space complexity in Big O 
notation is 𝑂(𝑏𝑚) with 𝑏 being the branching factor or the 
average number of successors per state, and 𝑑 being the depth of 
the solution. Some disadvantages of this algorithm is that the 
algorithm is not complete nor optimal. This algorithm can also 
get stuck in a loop even if the search space does not contain any 
loops. This can be handled by noting the already visited nodes 
so that such nodes would not have to be visited again. 

Even so, it is quite efficient in in searching through a large 
network compared to simple breadth-first or depth-first search. 
Especially when the network has little to no disconnected nodes 
or dead-ends. 

The pseudo-code for this algorithm can be seen in the figure 
2 below. The code uses the algorithm explained earlier but uses 
a priority queue instead of list to optimize the time complexity. 
The priority of the queue corresponds with the priority of a node 
which is the heuristic function value for that node. 

 

Figure 2  

Source: 
https://www.cs.cmu.edu/afs/cs/project/jair/pub/volume28/coles07a-

html/node11.html 

IV. THE WIKI GAME 

The Wiki Game, also known as Wikiracing is a simple online 
game that can be played with only Internet access and a web 
browser. The goal of the game is to navigate from one Wikipedia 
article to another using intermediate articles. Intermediate 
articles here, are the Wikipedia pages that are not the initial 
article nor the goal article but connects those two articles. The 
starting and the destination page can be selected or chosen 
randomly. 

https://en.ryte.com/wiki/Crawler
https://www.cs.cmu.edu/afs/cs/project/jair/pub/volume28/coles07a-html/node11.html
https://www.cs.cmu.edu/afs/cs/project/jair/pub/volume28/coles07a-html/node11.html
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The challenge of this game is to accomplish the goal with the 
least number of pages or least time. Navigating backwards 
(using the back feature of the web browser), using the Wikipedia 
search box, and typing directly the destination URL is 
considered to be a violation to the game rule. In addition to the 
traditional fewest click and shortest time rule, there are also 
other varieties of the game rule such as banning the use of 
several Wikipedia pages or limiting the use of such articles. 

One example of The Wiki Game instance is to navigate from 
the Wikipedia page for Bandung Institute of Technology 
(https://en.wikipedia.org/wiki/Bandung_Institute_of_Technolo
gy) as the starting page to the Wikipedia page for Charles 
Babbage (https://en.wikipedia.org/wiki/Charles_Babbage) as 
the destination page. This can be done in only 3 clicks, with the 
pages: Informatics, Computer Science, and Charles Babbage 
consecutively, see figure 3 for the details. 

 

Figure 3 

The path represented in figure 3 is one of the solutions for 
such instance of the game. Note that there may very possibly be 
many paths other than this one which can lead from the starting 
page to the destination page. Those paths are also considered to 
be a valid solution for the game instance. 

Another thing to consider is that an instance of the game 
might not be solvable if there exists no path from the starting 
article to the destination article. This usually happens when the 
starting article has no outbound link or the destination article has 
no inbound link. Even so, the common Wikipedia pages can be 
reached from any Wikipedia articles. 

V. WEB CRAWLER USING GREEDY BEST FIRST SEARCH 

The aim of the common web crawler is to crawl through a 
network to collect information from nodes on the network. 
Which is why a graph traversing algorithms are used. In this 
paper, the author is interested not in the information collection 
but in the path finding from a certain node to another. To do so, 
graph searching algorithm, that is greedy best first search, is 
used for the selection policy instead of graph traversal algorithm. 

To design a web crawler, its components must first be 
defined. In this case, the main parts of the crawler which are the 
fetcher, link extractor, and filter is defined in one function that 
takes the URL to be fetched as a parameter. This function aims 
to get all available outbound links from the current URL. The 
detail of the algorithm can be described as the following series 
of steps: 

1. Fetch the URL. 

2. Parse the fetched URL to find all links with the HTML 
tag “<a>” and “</a>”. 

3. For all links in the parsed list, do step 4. 

4. If the in the parsed list passes the filter, add it to the final 
list of links. 

5. Return the final list of links. 

The filter module of a crawler can be made using all sorts of 
technique. In this paper, the author will be using regex to match 
the available links for the filter module of the crawler. A link 
represented in URL string is said to be available if it matches the 
regex filter. 

The selection policy of this crawler uses the greedy best first 
search algorithm. As explained before, this algorithm works by 
expanding the best, most promising node only according to the 
result of the heuristic function. The heuristic function used may 
vary according to one’s needs. 

The integration of greedy best first search to the selection 
policy of the crawler makes use of priority queue and set data 
structures, the algorithm can be described as the following series 
of steps: 

1. Place the starting URL and the value of its heuristic 
function as its priority on the queue. 

2. If the queue is empty stop the search, this means that the 
search does not find the goal URL. 

https://en.wikipedia.org/wiki/Bandung_Institute_of_Technology
https://en.wikipedia.org/wiki/Bandung_Institute_of_Technology
https://en.wikipedia.org/wiki/Charles_Babbage
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3. Choose the URL with the highest priority from the 
queue, remove it from the list. 

4. If the URL has not been visited before, expand it by 
generating all valid URLs present using the fetcher 
function. Else repeat step 2. 

5. If any of the successors are the destination URL, stop 
the search. This means that the search has found the 
destination URL. 

6. For every successors, if the URL has not been visited 
yet, place it and the value of its heuristic function as its 
priority on the queue. 

7. Go back to step 2. 

With this design, a modified web crawler that finds a path 
from one URL to another is almost complete. What is left is the 
definition of the filter regex and the heuristic function. This 
should be defined according to the needs of the crawler. 

VI. IMPLEMENTATION OF THE WEB CRAWLER IN THE WIKI 

GAME SOLVER 

The Wikipedia (https://www.wikipedia.org/) consists of 
many articles and links coming into and out of said articles. 
Thus, the articles can be modeled as nodes and links as edges on 
a directed graph. By March of 2008, it was observed that there 
were 2,301,486 articles and 55,550,003 links on the website with 
the average of around 25 links coming out of each article. This 
number is still growing. As of April 2020, there are 6,066,409 
articles in the Wikipedia. This shows that the Wikipedia is very 
large and so is the graph model of it. The figure 4 below is a 
simplified and incomplete model of the Wikipedia article for 
Bandung Institute of Technology. 

 

Figure 4 

To design a solver for The Wiki Game, a path from the 
starting node to the destination node in the form of links and 
articles must be found. To do so, the Wikipedia must be 
traversed. One way to do so is using a web crawler. The right 
selection policy for the crawler must also be chosen. One 
alternative is to use the breadth-first search or uniform-cost 
search. These algorithms would give an optimal result for the 
game, which is the shortest path. But, as discussed above, for the 
size of the Wikipedia, the execution time for these algorithms 

would be very slow. Thus, the greedy best first search algorithm 
is used. The design of the web crawler using this algorithm has 
been discussed previously. 

To use this web crawler, the filter regex and the heuristic 
function for the greedy best first search algorithm must first be 
defined. The filter regex is used to match the available links. In 
this case the regex is used to match all Wikipedia pages that are 
articles. Wikipedia articles has the prefix of “/wiki/” after 
“https://en.wikipedia.org” and suffix not containing special 
annotations such as “File”, “Special”, etc. To match this rule, 
the regex in the figure 5 below is used. 

^/wiki/(?!File|Special|Wikipedia|Help|Portal|Template 
Category|Talk) 

Figure 5 

Next, the heuristic function for the greedy best first search 
algorithm has to be defined. It is critical to choose a good 
heuristic function because a good heuristic function can lead to 
a better performance, on the other hand, a bad heuristic function 
can slow down the performance. The heuristic function must be 
able to give the most promising node the highest priority value 
while giving unpromising nodes low priority. This way, there 
will be less nodes need to be visited to reach the goal. 

The heuristic function used here is the prediction of the 
number of clicks or steps to reach the final node. To define this 
prediction, several supporting points must be addressed. First, it 
takes an average of 4.573 clicks to get from one Wikipedia 
article to another, this is based on the data of Wikipedia on 
March 2008. Second, to determine the relatedness of an article 
to another, the number of common links pointing to same 
articles can be used. The more links the two article share, the 
more related they are. 

With 𝐴 being the set of links present in the first article and 𝐵 
being the set of links present in the second. The formula to 
calculate the relatedness from article A to B (𝑅𝐴𝐵) can be written 
as follows. 

𝑅𝐴𝐵 =
|𝐴 ∩ 𝐵|

|𝐵|
× 100% 

To better visualize this, some examples are chosen, see the 
figure 6 below. 

Article A 
(Number of 

links) 

Article B 
(Number of 

links) 

Number of 
Common 

Links 

Relatedness 
from A to B 

Bandung 
(383) 

Bandung 
(383) 

383 100% 

Surabaya 
(462) 

Bandung 
(383) 

138 36% 

Seoul 
(1114) 

Bandung 
(383) 

50 13% 

Banana 
(427) 

Bandung 
(383) 

10 2% 

Coronavirus 
(354) 

Bandung 
(383) 

6 1% 

Figure 6 

https://www.wikipedia.org/
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With these information, a heuristic function that predicts the 
number of clicks from an article to another can be designed. This 
prediction or heuristic function has the following formula:  

ℎ(𝑛) = (1 − 𝑅𝑛𝐷𝑒𝑠𝑡) ∗ 4.573 

With ℎ(𝑛) being the heuristic function, 𝑛 being the start 
point of the prediction, 𝑅𝑛𝐷𝑒𝑠𝑡 being the relatedness from n to 
the destination node. This means that a 100% relatedness will 
result in the prediction of 0 click and a 0% relatedness will result 
in the average number of clicks, which is 4.573. 

Note that this heuristic function is not admissible. There is 
no guarantee that this function always returns a prediction that 
never overestimates the real value. The figure 7 below contains 
several randomly selected example of pairs of articles, along 
with their relatedness, heuristic function, and admissibility. 

Article A 
(/wiki/…) 

Article B 
(/wiki/…) 

𝑅𝐴𝐵 ℎ(𝑛) Actual Admiss
ible? 

Riencourt Mers-les-
Bains 

99.63% 0.01 1 Yes 

Oholiab Uzzah 71.21% 1.31 1 No 

Hunting_H.
126 

Honda_M
H02 

26.3% 3.36 2 No 

X_With_U Kim_Heu
ngsou 

6.25% 4.28 5 Yes 

Monolopia_
congdonii 

Wish_Ega
n 

3.84% 4.39 4 No 

Sourdough Navillera 1.67% 4.49 4 No 

Figure 7 

With both the heuristic function and the filter function 
defined, the solver of The Wiki Game is complete. 

VII. CASE STUDIES 

This chapter will show the Wiki Game solver in work for 
some case studies in the form of game instances. The solver will 
display the heuristic function for every node or articles and 
which article it will expand in the next iteration. At the end of 
the program, it will output the path from the source article to the 
destination article, number of articles visited (clicks needed), 
and the number of secondary articles visited (to calculate the 
heuristic function of each node). 

The first example shows the solver solving the game with the 
starting point being the article with the URL /wiki/Algorithm 
and the destination being the article with the URL 
/wiki/Electron. The optimal solution is two clicks. Figure 8 
shows the output of the program. 

#1 loading /wiki/Algorithm 
/wiki/Stephen_C._Kleene 0/392 h(n)=4.506186688311689 
/wiki/Formulation_1 1/392 h(n)=4.558152597402597 
/wiki/Flowchart 2/392 h(n)=4.543305194805195 
/wiki/Analytical_engine 3/392 h(n)=4.528457792207793 
/wiki/Graph_theory 4/392 h(n)=4.424525974025975 
/wiki/Latin 5/392 h(n)=4.491339285714286 
/wiki/Binary_search 6/392 h(n)=4.506186688311689 
... [100 lines truncated] 
/wiki/Control_flow 107/392 h(n)=4.543305194805195 
/wiki/J._Barkley_Rosser 108/392 h(n)=4.535881493506494 
 

Found with path: 
/wiki/Algorithm -> 
/wiki/State_University_of_New_York_at_Stony_Brook -> 
/wiki/Electron 
In 53.37142038345337 seconds 
found in 2 clicks 
and 110 secondary visits 

Figure 8 

The second example shows the solver solving the game with 
the start being the article with the URL /wiki/Web_crawler and 
the destination being the article with the URL 
/wiki/Nasi_goreng. The optimal solution is 3 clicks, the solver 
did not find the optimal solution, but instead it found the solution 
with 4 clicks. The output of the program is shown on the figure 
9 below.  

#1 loading /wiki/Web_crawler 
/wiki/Apache_Hadoop 0/197 h(n)=4.563686354378819 
... [196 lines truncated] 
#2 loading /wiki/Yahoo!_Search from /wiki/Web_crawler 
h(n)=4.549715885947047 
/wiki/Portuguese_language 0/257 h(n)=4.535745417515275 
... [256 lines truncated] 
#3 loading /wiki/Indonesian_language from 
/wiki/Yahoo!_Search h(n)=4.49849083503055 
/wiki/Moken_language 0/1377 h(n)=4.554372708757638 
... [83 lines truncated] 
 
Found with path: 
/wiki/Web_crawler -> /wiki/Yahoo!_Search -> 
/wiki/Indonesian_language -> /wiki/Culture_of_Indonesia 
-> /wiki/Nasi_goreng 
In 309.6990053653717 seconds 
found in 4 clicks 
and 539 secondary visits 

Figure 9  

The last example shows the solver solving the game with the 
start being the article with the URL /wiki/Bezalel and the 
destination being the article with the URL /wiki/Yuju_(singer). 
Optimally this can be solved in 4 clicks, the solver did not find 
the optimal solution, but instead, as before, it found the solution 
with 5 clicks. The output of the program is shown on the figure 
10 below. 

#1 loading /wiki/Bezalel 
/wiki/Gaza_City 0/70 h(n)=4.534571428571429 
... [68 lines truncated] 
/wiki/Levite 69/70 h(n)=4.534571428571429 
#2 loading /wiki/Solomon from /wiki/Bezalel 
h(n)=4.342428571428572 
/wiki/Kingdom_of_Israel_(Samaria) 0/505 
h(n)=4.534571428571429 
... [504 lines truncated] 
#3 loading /wiki/National_Library_of_Korea from 
/wiki/Solomon h(n)=4.227142857142858 
/wiki/Biblioth%C3%A8que_nationale_de_France 0/91 
h(n)=4.342428571428572 
... [90 lines truncated] 
#4 loading /wiki/Seoul from 
/wiki/National_Library_of_Korea h(n)=4.073428571428572 
... [67 lines truncated] 
 
Found with path: 
/wiki/Bezalel -> /wiki/Solomon -> 
/wiki/National_Library_of_Korea -> /wiki/Seoul -> 
/wiki/Goyang -> /wiki/Yuju_(singer) 
In 423.9701063632965 seconds 
found in 5 clicks 
and 734 secondary visits 

Figure 10  

https://en.wikipedia.org/wiki/Algorithm
https://en.wikipedia.org/wiki/Electron
https://en.wikipedia.org/wiki/Web_crawler
https://en.wikipedia.org/wiki/Nasi_goreng
https://en.wikipedia.org/wiki/Bezalel
https://en.wikipedia.org/wiki/Yuju_(singer)
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VIII. CONCLUSION 

Web crawler is a type of program that crawls through a 
network to collect information, it uses a selection algorithm to 
choose which page or node to visit next. Greedy best first search 
algorithm is a graph searching algorithm that uses purely 
heuristics to choose which node to expand next. The 
modification of the web crawler using graph searching algorithm 
switches the functionality of the common web crawler to search 
for a page on a network. Greedy best first search is one 
alternative of the algorithm that is quite fast and reliable 
although the optimality is not guaranteed. One of the 
implementation of this modified web crawler using greedy best 
first search is in the solver of The Wiki Game. 

VIDEO LINK AT YOUTUBE 

The video about this paper can be accessed in the following 
YouTube link: https://youtu.be/eKskiVFCCO8. 
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