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ABSTRACT Image captioning is a hot topic that combines a multidiscipline task between computer vision
and natural language processing. One of the tasks in the geological field is to make descriptions from the
images of geological rocks. The task of a geologist is to write a content description of an image and display
it as text that can be used in the future. Interpretation of the object is one of the objectives of the research,
which is to traverse the image structures in depth. Shapes, colors, and structures are to be focused on to
get the image’s features. The problem faced is how the separable neural network (SNN) and long short-
term memory (LSTM) have an impact on the caption that can meet the geologist’s description. SNN is
called Visual Attention (VaT), and LSTM is called Semantic Attention (SemAtt) as an architecture of image
captioning. The result of the experiment confirms that the accuracy model for captioning gets BLEU-1 =

0.908, BLEU-2 = 0.877, BLEU-3 = 0.750, and BLEU-4 = 0.510. The evaluation score is compared to
those of other evaluators, such as Meteor and RougeL, which get 0.670 and 0.623, respectively. The model
confirms that it outperforms the baseline model. Referring to the evaluations, we concluded that the model
was able to generate captioned geological rock images that met the geologist’s description. Precision and
recall have supported the models in providing the predicted word that is suitable for the image features.

INDEX TERMS Separable neural network, LSTM, transformers, captioning, semantic, attention, process
innovation.

I. INTRODUCTION
An image is often used as a record of an event or as a
picture of the surrounding situation. One of the images
used to describe information on the surrounding natural
conditions is geological rock imagery. Geological imagery
provides visualization of the structure and color of rocks
used to determine geological information about the area.
Geological imagery is also used as follow-up research
material for a particular exploration. The use of geological
images is not only for geologists but for other purposes
as well. The large number of uses of geological images
means that, to facilitate the visualization of geological
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images, geologists provide descriptions for the geological
imagery of these rocks. This task must be carried out
by geologists so that the interpretation of the geological
image of rocks is following the object content of the
geological image of the rocks. The work carried out by
geologists is routine when conducting research in certain
areas. Giving descriptions to certain images can be repeated
for certain rock names, so the recording of descriptions will
be repeated as well. Moreover, if the number of geologists
is limited, the provision of descriptions will be limited
as well.

The task of generating text from the image is known as
image captioning. Combination methods of deep learning
are needed to be able to generate captions from the
image. Computer vision and natural language processing are
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the fundamentals of the construction of image captioning
architectures [1].

Most studies of image captioning have covered several
concepts andmodels that focus on encoder and decoder archi-
tecture [2]. The encoder architecture is the task performed to
perform image extraction and produce the feature maps [3],
[4]. The design architecture mostly uses convolutional neural
network (CNN) methods and constructs, including many
layers and parameter tuning. Most scholars have leveraged
CNN as a backbone model for encoder architectures [2],
[5], [10]. E.g., Krizhevsky proposed CNN and ImageNet
classification, as well as contributing to the image extraction
model [11]. YOLO [12], GoogLeNet [13], VGGNet [14],
Resnet [15], and InceptionV3 [16] are models for image
recognition.

The other part is the decoder architecture, which generates
words that have a relationship with the image area. Each
feature map resulting from the task encoder will be paired
with word embedding as input for the decoder [17], [18], [19],
[20]. The decoder architecture used for image captioning is a
recurrent neural network (RNN) and long short-termmemory
(LSTM) [5], [8], [21], [22]. In addition to these models,
the Transformers language models were also deployed
to produce sentences that could represent objects in the
image [23], [24].
Karpathy was a pioneer in the implementation of image

captioning, using the MS COCO images that had extensive
annotations [1]. To help find things in pictures, Karpathy
made a good contribution. He also suggested a captioning
model using CNN architecture and a bidirectional recurrent
neural network (BRNN) for MS COCO and FLICKR [1],
[16], [22]. Identification of the main object and model
architecture is often used as a contribution in captioning
research [23], [25], [26].
Primarily, the study was conducted by Vinyals and Toshev

using VGG16-LSTM-OneHotVector model development and
only got scores of BLEU-1 = 0.5321, BLEU-1 = 0.4890,
BLEU-1 = 0.4898, and BLEU-1 = 0.4381 when we used
geological rock imagery datasets [27]. Objects detected in
rock images, such as humans, various objects, plants, and
objects defined on ImageNet [1], [11]. Object such as rocks,
sand, soil, rivers, and trees have not been identified in this
model. This result has a gap when we compare it with
expert descriptions. Some captions still make mistakes when
interpreting the image. Visual Graphic Group (VGG) is an
extraction model for images, while bilingual under study
(BLEU) is a metric for the precision of text.

Several studies have introduced image captioning models
that emphasize foreground objects, as in Fig. 1 [28]. If you
pay attention, the rock object in the geological image is
an object that sets the background of the main object [14].
The proposed semantic attention is more directed at how the
results of image feature extraction can relate to text features
so that they can predict captions that are similar to reference
captions. A study conducted by Chun on image captioning
that describes constructed building objects is one of the

studies on these topics [28]. E.g., Fig. 1(a) is the result of
image captioning to describe a dirty old room.

Another concept for backbone CNN is a separable
CNN [29]. Separable CNN, which was introduced by Chollet
to make image classification, is an encoder architecture
to produce feature maps. On the other hand, LSTM as a
language model is to be a pairwise machine learning-encoder
architecture. Separable CNN and LSTM are examples of
image captioning architectures that can generate captions
that relate to the image area [29]. The construction of the
backbone CNN by separable CNN is to be a target of the
research to produce feature maps.

FIGURE 1. Illustration (a) ‘‘a dirty old room’’ [28], (b) caption in Bahasa
‘‘Batupasir kompak retak-retak kelabu’’.

Encouraged by the success of image extraction and transfer
learning in the research, we proposed the solution for the
problem in Fig. 2 [1], [28]. Fig. 2 shows the research
problem and output caption in Bahasa. Captions produced by
geologists can be in the form of rock names and added with
words such as color [30].

FIGURE 2. Problem research in captioning to geological image in bahasa.

Introducingmethods such as separable CNN, regular CNN,
LSTM, and transformers can provide valuable insights into
proposing image captioning architectures. Model Xception,
VGG16, and ResNet50 serve as the image classification
methods to achieve the most appropriate feature classifica-
tion [18], [29], [31]. On the other hand, LSTM, Attention, and
Transformers influence providing a good caption that meets
human annotation [17], [19], [20]. Based on the rationale and
arguments presented in this research, we have proposed a
model for captioning geological rock imagery that provides
a caption authored by a professional geologist. One of the
research’s goals is to understand how the alignment process,
which generates captions, relates to the object.

The concept of separable CNN, known as Xception,
is used as a model of image feature recognition [29]. CNN’s
separable model, combined with the Transformers language
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model carried by [20], was used as a proposed model for
captioning rock images. Identification of rock objects with
semantic attention to rocks is the main focus of exploring
image captioning models. The proposed Attention is a
Transformers model consisting of two parts, namely multi-
head Attention as an encoder and a decoder. The accuracy
and availability of words are targeted when producing
captions that match the reference captions from geologists.
Every image captioning model is always measured by its
success in producing captions. The metrics used are the
Bilingual Evaluation Understudy (BLEU) score, RougeL,
andMeteor as amodel evaluator of the success of the captions
produced [32], [33], [34].

Following the explanation in each paragraph and the
arguments from the previous study, there are some issues to
propose for the contributions.We propose some contributions
that offer accomplishments for the study, as follows:

• The architectural model of extracting image features
by utilizing the separable CNN method pays attention
to the relationship of features between objects. The
goal of this contribution is to make an architecture for
extracting geological rock images using separable CNN
as an encoder [14], [29], [35].

• A word generator (decoder) architecture model for
generating captions that are close to reference This
problem is used as a target for solving problems to
obtain word predictions and generate rock semantics
by relying on the LSTM method, Attention, or the
Transformers [17], [18], [19], [20].

• The dataset for captioning the geology rock images
is structured by following the MSCOCO format [1],
[27]. We designed the dataset on our own to encourage
the captioning process. We provided 843 images and
4215 references with captions from geologists [30].

To move forward on the paper, we order the paper into
sections like introduction, methods, results, discussion, and
conclusion. The method contains supporting formulas and
algorithms that encourage architectures such as CNN, LSTM,
transformers, and model evaluators. The results section
displays the experiment the model proposed and generated by
the model. The last section is a conclusion that summarizes
what the research has learned and future research.

II. PROPOSED METHODS
The proposed method in Fig. 3 is a model carried out during
the research. This operation step needs to be described in a
diagram so that the direction and output of the research can be
understood. Based on the machine learningmodel, this model
is divided into two parts, namely the image descriptor model
and the text extraction.

A. IMAGE DESCRIPTORS
This section describes the parameters used in the CNN
method. CNN itself has several operating parameters, such
as convolutional operations in which there are filters and

strides, ReLU activation functions, pooling, FC, and SoftMax
functions [35].

The CNN architecture consists of several unique layers,
including convolution, activation, pooling, and Softmax
layers with different functions. As a baseline model, this
study uses the CNN architecture worked on by [27] and [36].
The convolution operation process itself refers to (1):

hkij =

∑
i∈Mj

((
wk

× x
)
ij

+ bk

)
(1)

where k stands for convolution layer k−th and integer for 1
· · · n, hkij as a feature matrix, i and j as a pixel position of the
object, wk defined as a convolutional kernel at the k position,
bk stands for bias value, bias (bk) and kernel convolution (wk)
was trained by supervise learning [1]. Operation matrix has
followed rules of model Lecun [2], and images will be extract
into three RGB matrix. The size of matrix can be formatted
by (2) and (3).

o = (i − k) + 1, if (s) = 1, and padding (p) = 0 (2)

o = (i − k) +2p + 1, if (s) = 1 (3)

The common cases if the s and p value is a natural value, then
dimension of matrix uses (4).

o =

⌊
i + 2p − k

s

⌋
+ 1 (4)

where O is a dimension of output matrix, i stands for receptive
field, k means a kernel/filter/weighted, p for padding.

Aside from the CNN operation, we use a separable
CNN to extract the image. Separable CNN performs matrix
operations with two techniques, namely spatial separable
convolutions and depth-wise separable convolutions. Spatial
separable convolution is primarily concerned with the spatial
dimensions of the image and kernel, namely width and
height. The operation performed on a separable CNN is
to separate the values in the matrix into smaller kernels.
For example, in the most common case, a kernel with a
size of 3 × 3 will be divided into two parts, namely 3 ×

1 and 1 × 3. The second separable convolution technique is
depth-wise separable convolution. This technique is unlike
spatial separable convolution, where the kernel cannot be
engineered into a smaller kernel. It is called depth-wise
separable convolution because the operation performed is not
only spatial in dimension but also depth-wise in dimension,
or the size of the number of channels.

The process of depth-wise separable convolution is divided
into two parts: a depth-wise convolution and a point-wise
convolution. For example, if the original convolution function
is 12 × 12×3 → (5 × 5×3 × 256), then a new convolution
operation can be made into 12 × 12×3→(5 × 5×1 × 1)→
(1 × 1×3 × 256) →12 × 12×256 [11].
The ReLU activation function nonlinearly maps a char-

acteristic graph of the convolution layer, activating neurons
while avoiding overfitting and improving learning ability.
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FIGURE 3. Architectures of geological rock image captioning proposed.

This function was introduced in the CNN model [10], [14],
[36], [38]. The equation is written as follows:

f (x) = max (0, x) (5)

The ReLU function will conceptually reduce colors with
dark intensity. The max function will produce a value greater
than 0, so that each value if there is a process result of one
negative pixel, the pixel will be set to= 0. The function refers
to (5) will give a more dominant or bold color.
The pooling layer performs nonlinear downsampling

and reduces the size of feature maps, also accelerating
convergence and improving computational performance [39].
Models use max-pooling rather than mean-pooling because
the former can acquire more texture features than the
latter [40]. The max-pooling operation maximizes feature
areas of a certain size and is formulated [35]. Equation (6)
to calculate the maximum value for every value in the matrix.

Rj stands for pooling region at j in the feature map of i,
an index at the region, and h is an output pooling matrix
feature map. We use pooling to extract the dominating pixel
from the image. We can divide pooling into three categories:
maximum pooling, average pooling, and global pooling.
Pooling can contribute to reducing image size by a factor of
two. Setting the pooling value to two will divideW and H into
two. For example, if the map feature size is 6× 6 pixels, then
the output matrix size is 3 × 3 pixels.

hj = max︸︷︷︸
i∈Rj

αi (6)

Each node of the FC layer is connected to all nodes of the top
layer. The FC layer is used to synthesize features extracted
from images and to convert two-dimensional feature maps
into one-dimensional feature vectors [3]. A fully connected
layer maps a distributed representation of features to a sample
label space. Fully connected operations are formulated [2] as
below:

ai =

m∗n∗d−1∑
j=0

wij ∗ xi + bi (7)

i stands for indexing fully connected, and m, n, d are
width, height, and depth for map feature respectively, w for
weighted, and b stands for bias.

The SoftMax layer generates a probability distribution over
the class by using the output of the second fully connected
layer as its input. The highest value of the SoftMax output
vector is considered to be the correct index type for rock
images. SoftMax function is formulated (8) as bellows [4]:

fj (z) =
ezj∑
k ezk

(8)

The SoftMax function is often called multi-class logistic
regression. It is pinned to the SoftMax function because it
is the generalization of regression logistics that can be used
for multiclass classification.

Categorical cross entropy is a Loss function used for multi-
class classification tasks. The performed operation gets only
one value from the possibilities of many categories. Loss
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categorical entropy function, this uses entropy processing by
measuring the magnitude of entropy using (9) [4].

CE = −

C∑
i

ti log (f (s)i) (9)

where C.E is an abbreviation for Cross Entropy, C stands
for how many classes identified form VGG16 process, ti is a
ground-truth value for (y), si is a prediction text from LSTM,
f (si) is an activate function at (5).

B. TEXT PREPROCESSING
This section provides an explanation of how to use the
embedding model, specifically word2vec, developed by
Thomas Mikolov. The word2vec model is to obtain vector
values from a number of existing words with word dimension
modes between 50 and 100 dimensions [41]. The word2vec
model seeks vector representations in the hope that words are
similar, close, and have many-sized similarities.

The neural network language model (NNLM), which
lacks a linear layer of hidden layers, is the basis for the
continuous bag of words (CBOW) model, as shown in Fig. 4.
NNLM, a neural network-based language model, relies on
linear projection layers and non-linear hidden layers for
feedforward operations. These layers serve as shared learning
tools for word vector representations and statistically based
languagemodels. The objective function of the CBOWmodel
is tasked with predicting the position of the middle word from
the number of N/2 historical words that exist and the number
of N/2 words that may appear. The best result of this process
is if the word count is N = 8, this process produces the best
result. The projection layer allows for the easy averaging
of vector words from N word contexts. The position of the
word has no bearing on determining the middle word in the
‘‘bag of words’’ model. The term continuous refers to a D-
dimensional vector space. We will process the average vector
through the outer layer using a Softmax hierarchy to obtain a
distribution on V, which represents the size of the vocabulary.
CBOW itself is a log-linear model, which is the logarithm
of the result model represented as a combination of model
weights. The total weight involved in the CBOW training
model is N × D + D × log 2 V.

FIGURE 4. (a) CBOW model, (b) skip-gram [5].

This next model is the opposite of the CBOW model, the
Skip-gram model in Figure 4(b). The method is to give a
current word, the next is to predict the adjacent word context
between the word in history and the word future. This model
is known as the skip-gram. The value of N is given N = 10,
from the 10 selected words will be calculated the shortest
distancewith theword entered, from this result will be labeled
as adjacent words. If N = 10 and random R are given values
between 1 and 10 with the sampling strategy described above,
then the historical values of R and the next word will be
used as the correct labels of the skip-gram model. The total
complexity of this model is N × D + N × D × log 2(V),
provided that N will also be multiplied by D×log2(V) as a
problem not in a single classification of CBOW, but a problem
of N class. So that overall, the gram skip value of the model
will be greater than the CBOW model.

Here is a more detailed pseudocode of the Word2Vec
model [5]:

• Corpus preparation: given a corpus of text, vocabulary V
is defined as the set of unique words in the corpus, and
each word is given an index i in the range [1, |V|].

• Word encoding: every word at the corpus will be
represented as OneHotVector |V|. Given word w with
index at i, OneHotVector ‘x’ defined as: x = [0, . . . , 0,
1, 0, . . . , 0], and 1 placed on i-th position.

• Training:Word2Vecmodel is two layers neural network.
Input layer is a OneHotVector that supporting value on
targeting word at wt, and output layer is a Softmax
function layer that predict a probability every word w_c
to be a context word at wt. Input layer and output
layer are connected by weighted matrix W with |V| ∗ d
dimension, and d is a dimension fromword embeddings.

• The target word that inject by wt, if ht = Wxt
is to be a representation layer from wt, and xt
stands for OneHotVector from wt. Output layer will
calculate a probability Softmax as: P (wc |wt) =

softmax
(
ht ∗W ′

ec
)
, W’ is a transpose matrix fromW, ec

stand for OneHotVector encoding from the context word
from wc, and ∗ is a symbolize for matrix products.

• Due the training, model parameter (weighted matrix
W) learned by reduce of negative log probability
from the observing context target words. This method
aligns with maximum average of observing likelihood
log probability of context words: L =

(
1
N

)
∗∑

i=1N
∑

j∈Ci logP
(
wj|wi

)
, N is a number of training

sample, Ci is a set of target context word from wi, and
P

(
wj|wi

)
SoftMax probability from context word target

wj from certainty of wi.
• Word Embedding: after model learning completely,
every matrix rows with weighted w uses as a word
embedding.

C. LANGUAGE GENERATORS
The LSTM model used at this baseline is a language model
for text generation [6]. In LSTM, all gates will be updated
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using the following equation:

it = σ (Wixxt + Wimmt−1) (10)

ft = σ (Wfxxt + Wfmmt−1) (11)

ot = σ (Woxxt + Wommt−1) (12)

ct = ft⊙ct−1 + it ⊙ h (Wcxxt + Wcmmt−1) (13)

mt = ot⊙ct (14)

pt+1 = Softmax(mt) (15)

where it, ft, ot stand for input, forget, and output gata
respectively,⊙ is a symbolize for product operator with input
value from the gate,W stands for train parameter matrix, σ (.)

is a sigmoid function, h (.) is a hyperbolic tangent function,
mt is a repository from product operation between output gate
ot and cell gate ct, and then pt is distribution probability for
whole words by using Softmax function.

Instead of LSTM, we leveraged the Transformers language
model. Vaswani developed the new Transformers model.
Most sequence transduction models have an encoder-decoder
structure. Here, the encoder maps the input sequence of
the symbol representation (x1,. . . , xn) to the continuous
representation sequence z = (z1,. . . , zn). Given z, the decoder
then generates sequence results (y1,. . . , ym) from symbols one
element at a time. The model follows an auto-progressive
step, utilizing previously generated symbols as additional
input for subsequent predictions. Transformers follow this
entire architecture, which uses stacked self-attention and
point-wise, fully connected layers for the encoder and
decoder [20].

Fig. 5 displays a generator caption model. The language
generator is powered by transformers with 22 time steps.
The value 22 refers to the length of a word. The output
model is always calculating the probability value for each
predicted word. The displayed word’s position determines the
probability value.

FIGURE 5. Language generator transformers model for 22 length words in
Bahasa [7].

D. METRICS
This section evaluates the caption the model produces.
Algorithm 1 [32] outlines the process of calculating the
BLEU score.

Instead of the BLEU score, we used RougeL and Meteor
to support the experiment’s explanation. We confirm that the
entire score method is viewed from a different perspective.
Nevertheless, we identified evaluators who use a similarity

Algorithm 1 pipeline Process BLEU Score
1. Input token (w1, w2, . . . , wn).
2. For each caption makes into tokenize (w1, w2, . . . , wn).

a. Calculate the variable ‘‘count’’ and ‘‘clip-count’’ from
reference token and candidate token,

b. Compute precision modification
c. If length of candidate <= reference, calculate brevity

penalty (BP)
3. Calculate BLEU

process to calculate the distance between the prediction
and the references. These evaluators share a common task
of measuring precision and recall. Providing and acquiring
words from a dictionary is crucial for accurate word
prediction. Precision and recall have to be important metrics
as a foundation formula in BLEU, RougeL, and Meteor [32],
[33], [34].

III. RESULTS
We conducted the experiment on the computer system in
accordance with the standard process requirements. This
experiment used twelve-generation I7 computers, as shown
in Table 1.We used a library similar to Python version 3.8 and
TensorFlow version 2.x, along with a GPU and 32GB of
RAM, which we can expand based on the application needs.
The GPU in use is the GeForce RTX 3050. The libraries
used to perform this experiment are NumPy, Pandas, strings,
Pickle, and OS. Keras 2.3.0 and TensorFlow 2.x are the
libraries utilized for model generation.

We deployed the model by reengineering the separable
CNN and LSTM components. The model is a novel
proposal for a caption model that differs from the baseline.
As mentioned in the first chapter, the research aims to
explore new approaches to captioning using separable neural
networks [29] and Transformer [20] The proposedmodels are
referred to as VaT Visual Attention (VaT) for Xception and
Semantic Transformers (SeTrans) for transformers.

TABLE 1. Computer configuration.

The separable CNN technique is used to extract identifying
edge features by providing faster calculation parameters
than regular CNN operations. The expected results of using
separable CNN, such as time efficiency and number of train

154472 VOLUME 12, 2024



A. Nursikuwagus et al.: Model SemAtt With Hybrid Learning SNN and LSTM to Generate Caption

parameters, result from the separable convolution process.
By carefully arranging the Transformers mechanism, you can
create a captioning model.

The research aims to prove the hypothesis by observing
the significance of the model in producing a high BLEU
score. The model engineering carried out is based on the
extraction of image features with CNN separable structures,
transformers as a word generator, and images using 299 ×

299 pixels. Transformers serve as a language model in
caption generation, with the input being a vector value from
the word2vec word embedding results [41]. The word2vec
word embedding was selected based on the success of
increasing the BLEU score value in visual attention (VaT)
experiments [29] and semantic transformer (SeTrans) [23],
[24], [43].

The experiment confirms that there is an effect of lever-
454 aging the number of layers and their parameters on
captions. 455 The CNN model configuration for image
captioning involves 456 parameter tuning on multiple CNN
layers (1), filters, strides 457 (2), padding methods (3), (4),
(6), and pooling layers (7). The 458 goal of this engineering
process is to create a detailed feature 459 map. Some of the
parameters that are tuned for CNN are:

• The CNN layer on VaT is followed by Chollet’s
Xception [24].

• Three partsmake up the architectural approach: the entry
flow, middle flow, and exit flow.

• The initial layer, the entry flow, receives a 299 ×

299 vector input before convolution processes it to
produce a 19 ×19 × 728 feature map output.

• Middle flow is an advanced layer that accepts input from
an entry flow with a vector size of 19 ×19 × 728 and
gives an output shape of 19 ×19 × 728 by repeating
eight times.

• The exit flow, the final step in Xception, involves
inputting the feature map of the middle flow, which has
a shape size of 19 ×19 × 728. In the final stage, pooling
is carried out using the Global Average Pooling function
to produce units of 2048. We will use flattened units
totaling 2048 as input for LSTM and transformers as
word generators.

• The ReLU activation function refers to the (5) approach,
which allows the value of each matrix to remain on the
dominant information.

• Use the ADAMOptimizer as an SGD function to obtain
the minimum local and global values of a gradient.

Each experiment yields a unique number of training
parameters for each machine, as Table 2 illustrates. The
results shown in Table 2 indicate that every CNN deployment
will have a trainable parameter. This depends on defining
each filter and channel set. The model also produces different
BLEU scores [32]. However, the results provided may exceed
the baseline.

You can conduct experiments with transformers as part
of the decoder using the BLEU results listed in Table 3.
Fig. 6 reveals that the generated BLEU surpasses the baseline

TABLE 2. Number of train parameter for image extraction CNN model.

model bymore than 40%. SeTrans, as a decoder that produces
words, provides less word length than reference captions.
Efficiency in producing sentences yields results that go to the
object.

Fig. 7 shows the movement of each calculation of the
loss and accuracy function with the cross-categorical entropy
function referred to in (9). The figure shows a rise in the
accuracy value around epoch 25 and above.

Fig. 8 illustrates that the accuracy value increases at epoch
80 and beyond, as indicated in (9). Transformers have two
tasks, namely multi-head attention and dot product. This
task causes the calculated gradient descent values to slowly
converge. The two machines achieve stability accuracy for
BLEU values when the epoch exceeds 100.

FIGURE 6. Output caption in Bahasa from VaT and SeTrans.

TABLE 3. BLEU score from proposed model.

With ADAM optimization, the gradient descent has been
tuned to a learning rate of 0.00001 in Figs. 7 and 8. We see
the differences between both models. For loss curves, the
LSTM in Fig. 7 shows a smoother decline than transformers
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FIGURE 7. Loss and accuracy VaT-transformers curve.

FIGURE 8. Loss and accuracy VaT-transformers curve.

in Fig. 8. The parallel process at Transformers results in
a highly graduated change, creates barriers during word
generation, and requires a large number of words. On the
other hand, LSTM with sequential processing can perform
well in generating words, as it has no constraints when
selecting the most likely words.

Table 4 compares the use of techniques between VGG16
and the CNN architecture’s proposed model. The VGG16
architecture does not use normalization to maintain the
number of parameters processed during the extraction
process. Table 4 shows that Xception has a longer extraction
time than the CNN(3,3) architecture. ADAM optimizer helps
speed up feature extraction. Table 4 confirms that the VaT-
SeTrans model outperforms VGG16 in terms of extraction
recovery time, starting from the extraction process and ending
with the production of captions.

The loss calculation refers to (9) demonstrating how to
use log likelihood optimization techniques for its parameters.
The displayed loss indicates that there is an optimization
difference between the parameter’s argmax and the resulting
model. This difference is based on the empirical distribution
of the training set and the probability distribution of the
resulting model.

The other results from the research are derived from text
preprocessing. Text preprocessing is a task for manipulating
the text and transforming it into a real number. The
achievement of text processing is carrying out the real number
that will be used for the embedding process in transformers,
or LSTM.

TABLE 4. Comparison parameter tuning CNN In time.

Fig. 9 shows a pipeline of text preprocessing. There
are many steps to preprocessing text. Beginning the input
text from the dictionary and continuing to clean text like
punctuation, comma-delimited, space, and the others that
are not needed in the caption. We used string manipulation
facilities that the Python library provides. In the pipeline,
we proposedword2vec as a word embedding that can produce
output matrixes according to dimension requirements.

FIGURE 9. Pipeline model for word embedding.

We set the matrix to 400 × 100, following the state-
of-the-art approach of Thomas Mikolov [41]. We aligned
the dimensions of the matrix with unique words from a
dictionary, up to a total of 400 words. Another set with
100 columns; we prefer this size to collect the various words
in the dictionary. The process results in a dense 40000 ×

1 dimension, which is then applied to LSTM or transformers
as an input. The construction ofWord2vec, usingBag ofWord
(BoW) and skip-gram, encourages the creation of a numeric
value with a 400 × 100 dimension.

Fig. 10 shows the standard text from geological descrip-
tions. The structure of the description aligns with that of
MS COCO [1]. Construction: The text is developed using a
streamword that contains the file name and description.
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FIGURE 10. Collecting text in Bahasa from annotator.

Fig. 11 appears to be the result of string manipulation.
The results are displayed in the lower text. The lower text
represents a prerequisite process that must be completed
before proceeding to the word embedding process. We must
ensure that all process sequences follow the same steps.

FIGURE 11. The output text in Bahasa from lowering text process.

Fig. 12 shows the matrix output by text preprocessing.
Every single value in the matrix corresponds to word2vec
results. Word2Vec outputs are the values calculated by
calculating the distance of every word that is surrounding
the word target. After comparing the value with the other
values that have a minimum distance from targeting words,
Word2vec stated the value. In the dictionary, we have
collected 400 unique words [41].

FIGURE 12. Matrix 400 × 100 dimension every word in Bahasa on the
dictionary. This result gets from Fig. 4, word2vec process.

IV. DISCUSSION
The discussion encompasses the CNN architecture in each
model, such as VGG16, Xception, and SeTrans, as well as the
word embedding of the resulting geological image descrip-
tion. We consider the VGG16 model as the foundational
model for caption development [1], [14]. Some new models
frequently compare results with VGG16 [1], [3]. We have
developed an architectural model for tasks like image feature
extraction using ResNet50, and we are considering using
InceptionV3 as an engineering model. This can be attributed
to the stability of the extraction process. Additionally, the
speed enhances accuracy and minimizes loss during the
extraction of image features [13], [16], [29].

Table 5 displays column BLEU 1–4 calculations from the
validation dataset, which pertain to section II. The BLEU
calculations focus on the precision of the language model
used [32]. The use of Transformers and attention as language
models for caption generation in the validation dataset has
reached values between 40% and 60% for word embedding
using word2vec. The model that utilizes word2vec and
attention yields BLEU values that surpass the baseline model.
The caption process prioritizes the regularity of the generated
words, ensuring a significant proximity between the predicted
results and the reference captions.

The Xception model approach confirmed that image fea-
ture extraction performed better than the proposed machine
model. The VaT and SeTrans models confirmed that the
obtained BLEU-4 value outperformed the baseline model.
This event causes the BLEU score to decrease; the VaT
and SeTrans models yield BLEU values of BLEU-1 =

0.91, BLEU-2 = 0.88, BLEU-3 = 0.75, and BLEU-4 =

0.51. On the other hand, the evaluation uses RougeL and
Meteor [33], [34].

The comparison between evaluators aims to quantify
the characteristics of each model. BLEU and RougeL are
evaluators who focus more on the model’s precision. These
evaluators have gathered data on the word similarity between
the predictions and the references. The key to calculations
is how many words sequentially appear to have a similar
position on the caption [32], [34].

At Table 5, the meteor will count how much ability the
dictionary provides the word to serve the prediction word.
Another term, it said recall [33]. We employ three evaluators
to provide insights into the effectiveness of dictionary
collections, enabling us to determine if the collection word
is adequate for captioning or not. Language models, such
as GRU, LSTM, or Transformers, both provide result
support with quality BLEU value achievements [18], [28],
[44]. RougeL’s results also demonstrate the production of
quality sentences, with a rate exceeding 50%. The proposed
architecture successfully predicts a caption with precision
and word availability [34].
In Table 5, the meteor will measure the extent to which

the dictionary can provide a word that matches the prediction
word. Another term is recall. We employ three evaluators
to gather data on the advantages of dictionary collections,
enabling us to determine if each word in the collection
is adequate for captioning or not. Language models, such
as GRU, LSTM, or Transformers, both provide result
support with quality BLEU value achievements [18], [28],
[44]. RougeL’s results also demonstrate the production of
quality sentences, with a rate exceeding 50%. The proposed
architecture successfully predicts a caption with precision
and word availability [34].
Fig. 13 shows a caption that corresponds to the reference.

The VaT and SeTrans models have also succeeded in
creating captions that are close to reference. The VGG16-
Transformers model confirms this. These results were
confirmed to have a low BLEU score compared to other
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TABLE 5. Comparison metric evaluation for each models.

models. Some of the results obtained from experimenting
with VGG16 include training parameters that reach up to
134 million parameters.

FIGURE 13. BLEU score comparison between VGG16 and VaT. Meanwhile,
the language generator using LSTM and Attention [8], [9], [10].

Fig. 14 shows caption overfitting; almost all models
produced incorrect captions. Fig. 14 reveals a low precision
in the calculated BLEU score.

The VaT and SemAtt models demonstrate that the
proposed captioning model for rock geology consistently
outperforms the baseline in caption production. Furthermore,
the VaT and SeTrans proposals outperform the VaT and
SemAtt proposals. When constructing a word in the decoder,
the attention values, such as query, value, and key, should be
limited to searches for the probability word prediction [20].
We understand that applying LSTM to a small vocabulary can
enhance its effectiveness in generating words that align with
the feature map area.

Figs. 15 and 14 clearly show that using LSTM as a word
generator can provide the best trend epoch when it reaches a
turning point below epoch-100. In Fig. 15, see BLEU-4 bars.
VaT, a new model of captioning, has confirmed shifting the
captions and increased the BLEU-4 score by more than 50%.
This indicates that the proposed hypothesis holds importance
in the caption results.

After conducting a series of experiments, it becomes
important to prove whether the hypothesis proposed impacts
the research objectives. We should test this impact to deter-

mine the significance of the effect. Section I’s contribution
informs the hypothesis. In light of the hypothesis, we must
demonstrate that we can discern the results of our experiments
by adjusting the parameters of the models. We experimented
with the baseline models that the author recommended. After
that, we treated the parameters with the new construct of the
architectures with tuning parameters and different models,
and we found the shifting of captions.

The curve in Figs. 16 and 17 shows that an LSTM
consistently generates a better caption than Transformers.
The comparison among BLEU-N scores demonstrates this.
LSTM leverages the formulas ((10), (11)), (12), (13), (14),
and (15) to generate better captions than Transformers.
Transformers are better than LSTM in terms of time.
Nevertheless, if we attend to the results, providing words in
the dictionary is very important to generate a word.

Figs. 17(d) and 17(f) have difficulty reaching the gradient
descent point smoothly. When forming a caption, the curve
does not smoothly decline to achieve the best accuracy.
Transformers imposed a restriction on the ability to search
for a specific word. The process in Transformers involves
searching for a word in a previously defined query. This
has resulted in restrictions on the search for matching words
within the specified area.

The ANOVA approach is used to test the accuracy of the
hypothesis presented in the introductory chapter. Analysis of
variance (ANOVA) is the first step in analyzing the factors
that affect a given data set. The analyst uses theANOVA in the
f-test to generate additional data aligned with the proposed
regression model. The ANOVA test allows comparison of
more than two groups at the same time to determine if there
is a relationship between the variables. The result of the
ANOVA, F statistical (also called the F ratio), allows the
analysis of multiple groups of data to determine variability
between and within samples.

Fig. 17 presents the trending curve for each model.
To observe the models, we create six curves for loss and
accuracy. We labeled the curve with the x-axis, representing
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FIGURE 14. Comparison of caption in Bahasa from various image captioning model.

FIGURE 15. Captions show overfitting in Bahasa.

an epoch, and the y-axis, representing a loss or an accuracy
value. The legend presents two different colors: red and
blue. We noticed that the red is an accuracy curve, and the
blue is a loss on the validation dataset. The red-colored
vertical line represents the threshold epoch boundary for each
model. The models use an LSTM as a language generator
and have a smooth decline when comparing the prediction
and reference. This illustrates the formula that is referred to
in equation (9). Equation (9) has consistently analyzed the
differences between the predictions and the references.

The ANOVA test is a way to find out if the results
of a survey or experiment are significant. In other words,
it aids the research in determining whether to reject or
accept the proposed hypothesis. ANOVA solely establishes
the scientific validity of the proposed hypothesis through
experimentation. The hypothesis suggests that alterations in
the architecture of the captioningmodel will lead to variations
in the caption outcomes.

In Table 6 displays the results of BLEU-4 in each
captioning model. BLEU-4 samples were taken for only
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FIGURE 16. BLEU score comparison between VGG16 and VaT. Meanwhile,
the language generator using transformers [7].

145 images The reason for taking the BLEU-4 is because
captions are more visible with a 4-gram.

FIGURE 17. Curve trend comparison by epoch (a) VGG16-LSTM,
(b) VGG16-LSTM-Bahdanau, (c) VGG16-LSTM-Luong,
(d) VGG16-Transformers, (e) VaT-LSTM, (f) VaT-SeTrans.

In Fig. 18, we obtained the results of hypothesis mea-
surement using ANOVA. Themeasurement results confirmed
that the calculated P-value (P) was obtained at P-value =

0.28. When considering P-value values greater than 0.05 in
statistical trials, the combined BLEU-4 cannot be used as a
basis for statistical tests. In other calculations involving the

F-test, it is established that the F-test is greater than the F-
crit. F-test calculations for combined BLEU-4 values are not
suitable for use as hypothesis tests. We can conclude from
the ANOVA calculation that the hypothesis based on the four
BLEU-4 values in each model is not suitable for hypothesis
testing. Based on the results of the combined statistical test
BLEU-4, we conducted an independent statistical test to test
another hypothesis. Self-statistical testing exclusively utilizes
one captioning model and depends on the values of BLEU-1,
BLEU-2, BLEU-3, and BLEU-4.

TABLE 6. Bleu-4 from Vgg16, separable Cnn.

FIGURE 18. ANOVA score for model VGG16L, VGG16B, VaT-SemAtt,
VaT-SeTrans.

Meanwhile, for the statistical examination of the variable
BLEU, we have switched to the VaT-SeTrans model.
We will perform ANOVA measurements on the results of
the statistical test using the VaT-SeTrans model selected for
BLEU-4, as shown in Fig. 1 We utilize Table 7 for statistical
evaluation. n. This measurement is intended to determine
whether the VaT-SeTrans Model has an impact on caption
success.

Fig. 19 displays statistical parameters that indicate the level
of significance of the BLEU evaluation. The BLEU score
was influenced by both the baseline model and the proposed
models that treated the CNN layer and its parameters.
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TABLE 7. BLEU-N scores for VaT-SeTrans.

FIGURE 19. ANOVA for VaT-SeTrans models.

Fig. 19 writes P-Value = 3.49 × 10−15. It means the
models have an impact on the shifting captions. The P-value
gives a guarantee to the proposed hypothesis. In statistical
terms, the thresholds for the P-value do not exceed 0.05.
In Fig. 18, the ANOVA indicates that the P-value is less
than the threshold of 0.05. The F measure is another
important value. The F measure must exceed the F threshold.
In Fig. 18, the F threshold, or F crit, is 2.6203, while
the F measure is 24.94. The P-value and F-crit values
provide a guarantee of significance for the hypothesis.
We conclude that the proposedmodel has significant potential
to generate the caption. The improved caption, compared to
the baseline caption, validates the model’s success in creating
a better caption and causing the shift.

The conducted experiments yielded several observations
about the proposedmodel.We observed that numerical values
in the proposed word embedding method, word2vec, provide
more support for vector operationalization calculations. The
dimension size of 400×100 provides flexibility in translating
each word, so that the combination of result values is more
precise than each word translation.

The specified image inputs of 224×224 and 299×299 pro-
vide support for the separable CNN method, so that image
extraction can provide the expected object detection [45]. The
residual value present on the separable CNN helps to direct
the results to the expected features. Determining the effective
number of CNN layers for the geological imagery domain
requires separate research. The text generation method,

LSTM, supports word prediction for small word counts
in dictionaries [46], [47]. LSTM is confirmed to be more
suitable for geological imagery of rocks than the attention
method. Adding imagery to the dataset is more likely to
improve object detection accuracy. Variations in color and
texture of rock imagery will provide support in terms of
characterizing the specifications of a particular rock.

The loss calculation refers to (9) has shown how to use
the log likelihood optimization technique for the parameters.
The loss displayed indicates that there is a difference in
optimization between the argmax of the parameters and the
resulting model. This distinction is based on the empirical
distribution defined by the training set and the probability
distribution of the resulting model. The difference for each
loss on each machine is not very significant.

V. CONCLUSION
Several findings from this study align with the objectives
of the proposed model, including the implementation of a
backbone with a separable CNN. The model has proven
to produce better output than the baseline model. The
incorporation of a residual value into the architecture of the
separable CNN can enhance the accuracy of image extraction.
The weight at the fully connected layer (FC) reinforces image
object identification. The use of FC layers 2048 and 4096 is
an important output in geological image extraction, as it
strengthens the prediction of words that intersect with image
features. LSTM word generators significantly outperform
Transformers in producing captions. Word generation with
LSTM provides sentences that approach geologists with
BLEU score values reaching 40% and RougeL reaching
above 50%. Transformers help to produce simpler captions
than LSTM. We confirmed that the proposed image cap-
tioning model has a BLEU score above the model baseline.
We can test the model’s hypothesis by using BLEU-1, BLEU-
2, BLEU-3, and BLEU-4 as statistical test variables. The
ANOVA results refer to the values of F-Test = 24.94 and
P-Value = 3.49 × 10−15. The hypothesis, which states that
the CNN architectural model and text generator can provide
captions close to references, holds true in the context of our
domain problem. This test was measured by F-Test > F-crit
and P-value< (P-test= 0.05). Using evaluationmethods such
as BLEU, RougeL, and METEOR can significantly enhance
the validity of model proposals. The evaluation of captions
using the BLEU and METEOR methods demonstrates their
effectiveness in generating accurate and available captions.
RougeL ensures the production of words with sufficient
availability.

With exposure to the results and records obtained, further
research can be conducted in the field of geological images.
We can still utilize themost recent word embedding technique
or adjust the word2vec method’s number of dimensions.
On the encoder side, it is still possible to find more efficient
models for object detection, such as the effectiveness of the
number of CNN layers, residual values, separable techniques,
and other parameters. The CNNmethod can still be used with
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YOLO, which can improve object detection precision. In a
single geological image, the YOLO results can identify varia-
tions in rocks, allowingmultiple rock names to appear. On the
text generation side, there is still room for improvement
in terms of geological grammatical arrangement to ensure
it meets the standard. The resulting caption results can be
formally recognized for word arrangement and grammar.
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