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Abstract—Deepfake technology allows humans to 
manipulate images and videos using deep learning technology. 
The results from deepfakes are very difficult to distinguish 
using ordinary vision. Many algorithms are built to detect 
deepfake content in images and videos. There are several 
approaches in deepfake detection, including a visual feature- 
based approach, a local feature-based approach, a deep 
feature-based approach and a temporal feature-based 
approach. The main challenge in developing deepfake 
detection algorithms is the variety of existing deepfake models 
in both images and videos. Another challenge is that deepfake 
technology is still evolving, making deepfake images and videos 
look more realistic and harder to detect. 

 
Keywords—deepfake, Generative Adversarial Networks, 

autoencoder, deep learning 
 

I. INTRODUCTION 

Deepfake is a technology used in producing certain 
videos that are manipulated using an artificial intelligence 
technique called deep learning[1]. Deepfake videos are 
generally videos that contain actions taken by certain people, 
but with other people's faces. Replacement of people's faces 
in videos using deep learning techniques. 

Many people use deepfake technology for negative 

purposes. There are two deepfake cases that are widely 

circulating on social media. The first case is a deepfake case 

related to pornography and the second case is a deepfake 

case related to a black campaign on political contestation. In 

the first case, pornographic videos are processed with 

deepfake technology so that the faces of the actors in the 

videos are replaced with the faces of artists or other public 

figures, with the aim of bringing down the character's good 

name. Whereas in the second case, videos of certain figures 

making controversial statements but with the faces of the 

speakers being replaced by other political figures, usually 

those who are following a political contestation process, with 

the aim of bringing down the electability of that figure[2]. 

Research on deepfake video detection methods has been 
widely conducted since 2017. Zhou et al. [3] used two 
combined features of image convolution and steganalysis to 
detect deepfake content in video. Li et al. [4] in 2018 
detected deepfake content in a video using a visual feature 
such as a wink. The same researchers in 2019 used another 
visual feature, namely head pose to detect deepfake content 
in images[5]. Akhtar and Dasgupta [6] analyzed several local 
feature extraction methods in detecting deepfake content in 
videos. Apart from using the feature extraction approach, 
several deep learning approaches are also used to detect 
deepfakes.   using   the   Recurrent   Neural   Network 
(RNN) 

model in detecting deepfake video[7]. Amerini et al. [8] 
using a Convolutional Neural Network (CNN) with Optical 
Flow feature. Several other researchers have developed 
classification models such as DeepFD[9], MesoNet[10], 
Capsule Forensic[11], Multitask-learning[12] and other 
models based on the CNN architecture. 

In this paper, we discuss about deepfake technology, 
deepfake detection methods and research opportunities that 
are still open in deepfake detection. With the development of 
information technology, the presence of technology to detect 
deepfake content in the future will be urgently needed. 

 
II. DEEPFAKE TECHNOLOGY 

Deepfake is a process of manipulating images and videos 
to produce fake content that looks realistic to the eye. Before 
the emergence of deepfake technology, the usual image and 
video manipulation processes were image and video splicing. 
In image splicing, an image is modified by overwriting 
certain objects[13]. Overwritten objects can come from the 
same image or from a different image. The result of the 
overwriting process is an image with objects added or 
duplicated, shifted or removed[14]. As for video splicing, the 
manipulation process can be in the form of inserting frames 
or removing frames depending on the purpose of the splicing 
video. The process of image and video splicing is generally 
referred to as copy-move forgery. To detect image and video 
splicing, the usual technique is to look for duplicated parts of 
the image and video through a matching process using a 
feature extraction algorithm[15]–[19]. Another method that 
can be used to detect image and video splicing is to 
statistically analyze the content of the image and video to 
find areas that have anomalies[20]–[22]. 

Unlike image and video splicing, the process of forming 
deepfake content generally uses a neural network 
architecture known as Deep Autoencoder[23]. Deep 
autoencoder architecture is an artificial neural network 
architecture that has two parts, namely encoder and decoder. 
The encoder accepts input in the form of an image and 
transforms the image into a vector value in latent space, 
while the decoder works by carrying out the process of 
reconstructing the vector into the original image. The deep 
autoencoder is trained in such a way that the reconstructed 
image is as close as possible to the original image. 

To generate deepfake content, two autoencoder 
architectures that share the same encoder are used. Suppose 
we want to replace face A with face B. So, we build two 
autoencoders A and B with the same encoder and different 
decoders, namely decoder A and decoder B. Each 
autoencoder is trained to reconstruct images A and B. 
Deepfake content is produced. by inputting image A into the 
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autoencoder B. So that the input of face image A will output 
face image B. An illustration of the deepfake generation 
process using the autoencoder can be seen in Fig. 1. 

 

 

Fig. 1. Deepfake Generation Illustration Using Autoencoder [23] 

 
Another method commonly used in producing deepfake 

content is Generative Adversarial Networks (GAN). GAN is 
a two-part neural network architecture called generator and 
discriminator. Generator is part of GAN which functions to 
produce fake content (fake) from a random vector. 
Discriminators are part of GAN which functions to detect 
whether content is original content or fake content produced 
by a generator[24]. GAN is trained to improve the 
performance of the generator so that the content produced is 
as natural as possible. Fig. 2 shows an illustration of the 
mechanism of the GAN. 

 

Fig. 2. Illustration of GAN[25] 

 

Deep Autoencoder and GAN algorithms have been 

proven capable of producing natural looking deepfake 

content. However, these two methods have several 

loopholes that can be used in detecting the content of the 

resulting deepfake. This gap is mainly caused by the 

upsampling and affine transformation processes carried out 

in both methods so that the deepfake content can be found in 

several cases: 

a. Resolution inconsistencies between the face image and 

other areas of the image. 

b. The incompatibility of facial styles with other body 

parts. 

c. Temporal discontinuity which can be detected in facial 

muscles movement[26], [27]. 

Fig. 3 shows an example of a deepfake image taken from a 

footage and a video clip with the artist's face replaced. 
 

Fig. 3. Deepfake Example 

III. DEEPFAKE DETECTION METHOD 

The deepfake detection method is used to detect whether 
an image or video is deepfake content or original content. 

The deepfake detection method can be thought of as a binary 
classification process labeled as deepfake or original class. 
Deepfake detection works by extracting features from the 
image or video that can be used to differentiate between 
deepfake content and original content. Based on the feature 
extraction approach used, deepfake detection methods can be 
grouped into four types as follows. 
a. Visual feature-based deepfake detection. The visual 

feature-based deepfake detection method uses the 
features of the image that can be seen with the naked eye 
such as blinking, head position and also differences in the 
shapes of the facial organs. 

b. Local feature-based deepfake detection. The local 
feature-based deepfake detection method uses a pixel- 
based feature extraction method that extracts the features 
of each pixel. The advantage of this method over visual 
feature-based detection is that local feature-based 
detection has higher reliability than visual feature-based 
detection. 

c. Deep feature-based deepfake detection. Like the local 
feature-based approach, the deep feature-based deepfake 
detection method also performs the feature extraction 
process at the pixel level. The difference is, in deep 
features, the feature extraction process uses multiple 
layers, so it can extract more complex features than the 
local feature-based approach. 

d. Temporal feature-based deepfake detection. Unlike the 
other three approaches, the temporal feature-based 
deepfake detection method extracts the features from 
several consecutive frames to get the temporal features of 
the video. This detection method can be used only on 
video. 

 

A. Visual Feature-based Deepfake Detection 
A visual feature-based deepfake detection method was 

first proposed in 2018 using blink detection[4]. The 
assumption used in this approach is that there is a difference 
in the eye blink pattern between the deepfake video and the 
original video. Another visual feature approach is done using 
inconsistency head poses[5]. This approach calculates the 
inconsistency between the pose of the face and parts of the 
body outside the face, such as the neck and shoulders. Figure 
3 shows how to measure head pose inconsistencies. 
Inconsistency was measured by comparing pose directions 
based on 68 facial landmarks (blue landmarks) and compared 
with pose directions from 17 facial landmarks (red 
landmarks) which represented the pose direction from the 
center area of the face.. 

 

 

Fig. 4. Illustration of Measuring Head's Pose Inconsistency[5] 

 
Another visual feature approach tries to extract some 

visual features in deepfake faces which are called visual 
artifacts. This visual artifact is obtained from imperfect 
deepfake content because the resources used in the deepfake 
generation process are limited[28]. These characteristics 
include differences in the color of the left and right eyes, 
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disproportionate shadows, details of light reflection that do 
not appear, and geometry that is not detailed.. 

We can see from Fig. 4 that several visual artifacts, such 
as the difference in color between the left eye and the right 
eye, disproportionate shadows on the nose area, reflected 
light that does not appear in the eye, and the geometry of the 
teeth that is not detailed. To extract these visual features, a 
geometric and color-based extraction approach is used from 
specific areas of the face, such as eyes, nose, eyebrows, lips 
and teeth. 

 

 
 

 

Fig. 5. Some Visual Artifact from Deepfake Image[28] 

 
These visual feature approaches can be used to detect 

deepfakes. However, with the development of deepfake 
content generation methods, this visual feature has become 
increasingly difficult to detect, so this visual feature-based 
deepfake detection method becomes less reliable. 

 

B. Local Feature-based Deepfake Detection 
The local feature-based deepfake detection method uses 

feature extraction methods that extract the image features at 
the pixel level. Research conducted in 2017 used a 
combination of two features of the image convolution and 
the steganalysis feature of the image to detect modified facial 
areas in the image[3]. This method is the basis of detection 
methods based on local feature and deep feature. Another 
approach is to use Photo Response Non Uniformity (PRNU) 
analysis with cross correlation operation[29]. However, the 
study only used 10 videos as the dataset. 

Another feature extraction method used in the deepfake 
detection process is the Scale Invariant Feature Transform 
(SIFT) which detects the keypoint pixel in the image and 
extracts features from the keypoint [36]. The SIFT method 
and several other feature extraction methods such as Local 
Binary Pattern (LBP), Binary Gabor Pattern (BGP), 
Binarized Statistical Image Features (BSIF), Local Phase 
Quantization (LPQ), Pyramid of Histogram of Oriented 
Gradients (PHOG), Speeded Up Robust Feature (SURF) and 
Image Quality Metric (IQM) were analyzed to determine the 
best feature extraction method in detecting deepfakes[6]. The 
result is that the IQM method produces the best performance 
in detecting deepfakes. This result was confirmed in a study 
comparing the performance of IQM with PCA and LDA 
which showed the best performance on the IQM method 
[30]. 

 

C. Deep Feature-based Deepfake Detection 
The local feature-based deepfake detection method has a 

fairly good performance in detecting deepfakes in some 
video data. However, as the deepfake algorithm develops, the 
resulting images and videos become more natural and 
increasingly difficult to detect as deepfakes. More complex 
features are needed to distinguish deepfake images and 
videos from original images and videos. The deepfake 

detection method based on deep feature is a method based on 
the deep layer neural network that can extract features that 
are more complex than the local feature extraction method. 
Research conducted in 2018 compared several CNN 
architectures such as InceptionNet, DenseNet and 
XceptionNet in detecting deepfake images[31]. This research 
shows the reliability of XceptionNet architecture in detecting 
deepfake images. 

Another study proposes a 5-layer CNN architecture 
called Deep Forgery Discriminator (DeepFD) with a loss 
function in the form of contrastive loss which provides good 
performance for some deepfake generating GAN 
methods[9]. The DeepFD model was developed in 
subsequent studies using a pairwise learning approach that 
succeeded in increasing the generalizability of DeepFD[32]. 
This pairwise learning approach studies the features of two 
pairs of original and fake images and calculates the 
difference between the two using contrastive learning. From 
this pairwise learning approach, a new model called the 
Common Feature Fake Network (CFFN) is produced. 

Another CNN model developed in deepfake detection is 
MesoNet which uses the inception module as the backbone 
of its architecture[10]. This model is able to detect deepfake 
videos with compressed video conditions as the conditions of 
videos uploaded on social media applications. Fig. 6 shows 
the architecture of MesoNet. 

 

Fig. 6. MesoNet Architecture[10] 

 

However, research using Capsule Network architecture 

is able to match the performance of MesoNet in the case of 

deepfake video detection, both for the per frame level and 

for the level of one whole video[11]. Capsule Network 

corrects the weakness of unequivariance convolutional 

blocks by using a routing by agreement mechanism[33]. 

Another deep neural network model developed in deepfake 

detection is a deep autoencoder that is able to reconstruct 

images and segment the deepfake area of the image[12]. The 

autoencoder uses Y-shaped decoder that has two branches, 

one branch to reconstruct the deepfake area segmentation 

and one branch to calculate the loss function. This 

autoencoder architecture can be seen in Fig. 7. With the 

segmentation in the image area, this method is able to 

provide a description of the detection results that is more 

than just detecting deepfake or original content. 
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Fig. 7. Autoencoder using Y-shaped decoder[12] 

 

D. Temporal Feature-based Deepfake Detection 
Temporal feature-based deepfake detection performs the 

video detection process using temporal features obtained 

from a series of sequential frames from a video. Basically, a 

series of frames can be thought of as sequential data sets. A 

well-known method for processing sequential data is 

Reccurent Neural Network (RNN). This model was used in 

2018 to detect deepfake content in videos[7]. Fig. 8 shows 

an illustration of the RNN architecture. x is the input data, s 

is the processing on RNN, o is the output, U is the input 

weight matrix, V is the output weight matrix and W is the 

output processing matrix to be added as input at the next 

time. It can be seen that data from one time, for example x0, 

will be processed and the results of the processing will be 

used to process the next data x1. 

 

Fig. 8. RNN Illustration[34] 

Apart from RNN, the Optical Flow method is also used 

in deepfake video detection research with CNN as a 

classification algorithm[8]. Deepfake video detection with 

RNN was re-investigated in 2019 using a bidirectional RNN 

model with feature extraction of DenseNet frames[35]. This 

model outperforms several deep neural network  models 

such as ResNet50 and DenseNet. 

Each of the deepfake detection approaches has 

advantages and disadvantages. The deepfake detection 

approach with visual features can in some cases detect 

deepfakes in images and videos. Another advantage of this 

approach is that it has good interpretability skills so that this 

approach is easy for humans to understand. However, with 

the development of deepfake content development 

algorithms, this visual feature approach is no longer 

effective. Visually, the new deepfake content looks more 

natural and closer to the original video. Characteristics such 

as different eye blinking frequency, different eye color and 

facial geometric imperfections cannot be used to detect 

deepfakes in the most recent deepfake dataset. 

The local feature approach has better reliability than 

visual features because it extracts all areas of the face and 

the resulting features are intrinsic features that are not 

visible visually. The local feature approach is proven to 

have higher accuracy than the visual feature in detecting 

deepfakes with an EER difference of up to 38% in the DF- 

TIMIT dataset[30]. The deep feature approach works like a 

local feature but uses a deeper filter so that it can extract 

more complex features. This deep feature approach is the 

approach that currently has the highest level of accuracy, 

namely deepfake detection using the XceptionNet 

architecture which has achieved an accuracy rate of up to 

99.7% on the FF-DF dataset[36]. The problem with this 

deep feature approach is its low level of interpretability 

because it cannot explain which pixel area is part of the 

deepfake. Meanwhile, the temporal feature-based detection 

method has the advantage of capturing temporal features 

that cannot be captured by other approaches. However, from 

the results of research that has been done, this method has 

not been able to outperform the performance of the deep 

feature-based method[37]. 

IV. DEEPFAKE DATASET 

The following are some of the datasets commonly used 

in research on deepfake detection in images and videos[36]. 

a. The UADFV dataset contains 49 original videos from 

YouTube and 49 deepfake videos built on the Deep 

Neural Network (DNN) model. 

b. The DF-TIMIT dataset contains 640 deepfake videos 

built from faceswap-GAN and based on the Vid-TIMIT 

dataset. Videos are divided into two categories: low 

quality DF-TIMIT-LQ and high quality DF-TIMIT-HQ. 

c. FaceForensics ++ (FF-DF) dataset containing 1000 

original videos from YouTube and 1000 deepfake videos 

built using faceswap. 

d. The Google / Jigsaw Deepfake detection (DFD) dataset 

contains 3068 deepfake videos built from 363 original 

videos with 28 individuals of various genders, ages and 

ethnicities. 

e. The Facebook Deepfake Detection Challenge (DFDC) 

dataset contains 4113 deepfake videos built from 1131 
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original videos with 66 individuals of various genders, 

ages and ethnicities. 

f. The Celeb-DF dataset containing 590 original  videos 

and 5639 deepfake videos was built using faceswap. 

Table 1 shows the results of the performance comparison 

of several deepfake detection models using this dataset. 

 
TABLE 1. COMPARISON OF THE PERFORMANCE OF DEEPFAKE DETECTION 

METHODS ON SEVERAL DATASETS[36] 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

From Table 2, we can see that the Celeb-DF dataset has 

the highest difficulty level in deepfake detection problem. 

We can see that for the Celeb-DF dataset, the performance 

of the deepfake detection methods that have been developed 

to date is still below 70%. The last three datasets (DFD, 

DFDC and Celeb-DF) have different difficulty levels 

compared to other datasets. It can be seen that the currently 

developed deepfake detection methods are still unable to 

handle a wider variety of deepfake video data. 

In order for the classification algorithm to recognize 

varied data, it requires good generalizability. Generalization 

is the ability of a classification algorithm to recognize 

patterns that are different from previously studied data 

patterns[38]. For deepfake detection cases, Ranjan et al.[39] 

analyzed the generalizability of deepfake detection methods 

using the three datasets DFD, DFDC and Celeb-DF. The 

detection algorithm used is XceptionNet, which is one of the 

best accuracy deepfake detection methods. From the results 

of the tests carried out, it was found that the deepfake 

detection method has good accuracy in recognizing testing 

sets originating from the same dataset as the training set. 

However, when tested with a testing set derived from a 

different dataset from the training set, the accuracy of the 

deepfake detection method fell below 70%. This suggests a 

problem with the generalizability of existing deepfake 

detection methods. 

 
V. CONCLUSION 

Deepfake technology has the potential to be abused 

which can result in harm to many people. Therefore, a 

deepfake recognition system that has a high accuracy is 

needed. Until now, there are four types of approaches in 

detecting deepfakes, those are visual features, local features, 

deep features and temporal features. The main challenge in 

detecting deepfake content is how deepfake detection 

methods can recognize different deepfake content. This is 

strongly influenced by the generalizability of deepfake 

detection methods. Research must continue to be conducted 

to establish deepfake detection methods that have good 

detection capabilities and also have good generalizability in 

order to recognize more varied patterns of deepfake content 

in the future. 
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