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Abstract—DNA is an important part of an organism body—it 

holds the genetic informations about the organism, the instructions 

about how to maintain and develop the organism, and how some 

body organs should function. The DNA stores those informations 

on a code based on four chemical bases, and the order of those bases 

determines what information is stored on the DNA. There must be 

certain ways the DNA is coded so we can examine and get some 

useful informations of it. Because the DNA is very long and it would 

take very long if we read every chemical bases one by one, we need 

a model, a predicting algorithm to help us register those bases. The 

markov model can help us understand the main idea of how the 

DNA sequence is created. 
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I.   INTRODUCTION 

Human live for some reasons. Probably it is the love of your 

life for you or my family for me, but we all have the same reason 

why we are still alive to this day: our body.  

We have a body that works on its own without us asking them 

to function—do you ask your heart to beat today? No, but it is 

still beating nonetheless. And the question applies not only to 

our hearts, but also each of our organs: our stomach, liver, lungs, 

gastrointestines, kidneys, and many more. There are plenty of 

our body that function automatically, although we do not give 

the direct instructions, they are still working, moving, producing 

this enzyme, that protein, hormones, etc. 

If it is not us that gives the instructions, then who does? What 

does? How does our body knows what to do, what to produce? 

For protein production, the answer lies within our cells. Every 

cells in our body have chromosomes in their nucleus, and it is 

the chromosomes which gives the instruction what to do. It does 

not give the instructions verbally, of course, for cells do not have 

mouth, but it instructs through a code written in our DNA. 

The DNA itself is formed by four chemical bases: adenine, 

guanine, cytosine, and thymine. We can simply say that those 

chemical bases are the language of our DNA code. Their 

sequence determines what instruction the DNA holds.  

But how does the sequence is formed? Is it randomly picked, 

or is there some kind of a pattern behind the sequence? Is there 

a model to represent the making of a DNA sequence? How is 

the probability of this base being produced, is it more likely or 

less likely than the other base? 

II.  DEOXYRIBONUCLEIC ACID 

A. Definition and Structure 

DNA is a shortened word for deoxynucleic acid, that is an 

agent in any living organism body which carries genetic 

instructions for the development, functioning, growth, and 

reproduction of the organisms. DNA are stored by every cell in 

the organism body in their nucleus, but few also have their DNA 

in mitochondria for energy converting. 

The instruction is coded with four chemical bases: adenine 

(A), guanine (G), cytosine (C), and thymine (T). The sequence 

of these bases determine what the instructions are, it is similar 

to how letters are used to form a word. These bases will also pair 

up with each other, A with T and G with C, and the pair will 

form a spiral ribbon-like structure of the DNA.  

 

 
Picture 1: The double-helix structure of a DNA 

Image source: https://gontornews.com/2019/03/02/mengenal-

struktur-dna-2/ 

 

The spiral form is called a double-helix. This form will help 

during the replication process to create more DNA, copying 

genes, and producing amino acid to form proteins. The DNA 

will split up into two single strands and new chemical bases will 

https://gontornews.com/2019/03/02/mengenal-struktur-dna-2/
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line up, creating a new DNA strand according to the sequence 

of its original DNA sequence. So, the strands act as a mold for 

new DNA strands. [6] 

 

B. Function 

As what is listed above, the DNA is responsible for carrying 

instruction to develop, grow, function, and reproduce the 

organism. In order to do that, the code formed by the chemical 

bases will be read and converted into a template to create 

proteins, which are the complex molecules that do the most 

work in our body.  

The copying mechanism is also similar to how DNA copies 

itself. The DNA will split into two single strands, and some new 

chemical bases will line up to form a new strand. The difference 

is that this new strand does not act as a new DNA strand, but 

rather as a new instruction used in forming an amino acid. In 

amino acids, the chemical bases are no longer A, T, G, and C, 

but A, U, G, and C [7] .The sequence of these chemical bases 

will be read three-by-three by a translator, and it will ‘call’ an 

amino acid based on the three chemical bases.  

Then, a new arrangement of amino acids will be formed. This 

arrangement of amino acids will then form a more complex 

structure, which is the protein itself. There are twenty types of 

amino acids that can be arranged into many different orders and 

create a wide range of proteins.  

 

Table 1: Table of 20 amino acids created by codons 

 
table source: 

https://www.khanacademy.org/science/biology/gene-

expression-central-dogma/central-dogma-transcription/a/the-

genetic-code-discovery-and-properties 

 

This protein creating mechanism exists on every living 

organism and the same species will share the same code to create 

the same protein. This protein-making code in the DNA takes 

up 99% of our ‘DNA dictionary’ and it is the same for everyone, 

so what makes us different is actually just the 1% of our DNA. 

 

C. DNA Sequencing 

DNA sequencing is a process of determining the order of 

DNA chemical bases. The sequence is important to differentiate 

which parts of the DNA carry a genetic information and which 

parts carry some instructions. The accuracy of DNA sequencing 

is crucial because a slight change could lead into a disease. 

As mentioned before, we have a ‘DNA dictionary’, its formal 

name is a genome. Genome is a complete set of genetic 

instructions made by the DNA, it contains all the informations 

needed to build and develop and organism. Human genome is 

made of 3.2 billion bases of DNA, which is very huge. In 

comparison, if we were to write our DNA dictionary, the book 

will be 61 metres high [8].  

In short, it is impossible to write and determine every single 

letter of our DNA, which is why scientists break down DNA into 

smaller parts before examining them. However, for complete 

understanding of our genome, of course we need the full genome 

transcript. It was a pain to do DNA sequencing as it is very slow 

and complex, but due to our technology advancement, now we 

can list 3.2 billion DNA bases in a matter of hours. 

DNA sequencing is not used directly to treat patients and cure 

diseases, but it helps physicians to quickly identify what type of 

cancer a patient has. DNA sequencing is also used to identify 

the genetic causes of rare disease, get the genetic details about 

30 cancer types, and screen newborns for diseases. 

 

 

III.   GRAPHS 

A. Definitions 

Graphs are mathematical models to represent relations and 

connections. It is usually used to help visualizing mathematical 

problems, circuit design, communication networks, ecology, 

engineering, operations research, counting, probability, set 

theory, information theory, sociology, and many more [1]. 

The basic components of a graph are vertex and edge. 

Vertices (or nodes) are the points in graph, they are usually 

representing a state, an area, an object, something that is 

described with the graph. The vertices are usually kept in a set 

that cannot be empty, so a graph should contain at least one 

vertex.  

The second property of a graph is the edges. Edges are lines 

(so they are also called lines) that connects the vertex, it 

indicates this vertex and that vertex are related. Edges are also 

defined in a set, but the edges set can be empty, which means 

there exist a graph that contains only unrelated vertices. 

Take two vertices, for example A and B. If A and B is 

connected by an edge c, they are said to be adjacent. Therefore, 

A is a neighbor of B and B is a neigbor of A. The edge c is also 

said to be incident with the vertex A and B, which means the A 

and B are the endpoints of c.  

Vertex has a property named degree. A degree describes how 

many edges are incident with the vertex. For example, if vertex 

A have three edges connecting A with other vertices, then the 

degree of A is three.  

 

https://www.khanacademy.org/science/biology/gene-expression-central-dogma/central-dogma-transcription/a/the-genetic-code-discovery-and-properties
https://www.khanacademy.org/science/biology/gene-expression-central-dogma/central-dogma-transcription/a/the-genetic-code-discovery-and-properties
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Picture 2: Example of graphs 

source: https://grafen.wordpress.com/2011/02/03/kazimierz-

kuratowski/ 

 

The components listed above are the basic ones, the standard 

ones found on a basic graph. There are a lot of variations to the 

components, for example a loop is an edge that starts and ends 

within the same vertex. There is also an isolated point, a vertex 

that has no edge. For the sake of simplicity, this paper will only 

explain the variations that is used in a markov model. 

 

B. Directed Graph 

Directed graph has an arrow at the end of their edges. In 

undirected graphs, which vertex is the start and which one is the 

end is not important, but directed graph counts this matter into 

consideration. If there are two edges, x and y, where the edge x 

starts at vertex A and ends at vertex B but the edge y is the other 

way around (starts at vertex B and ends at vertex A), then x and 

y are two different edges. It means to go from A to B we must go 

by the edge x, but to go from B to A we have to go by the edge 

y; while on undirected graph, which edge we take would not 

matter. 

 
Picture 3: A directed graph 

source:https://computersciencewiki.org/index.php/The_web_

as_a_directed_graph 

 

With this variation, the edge (which now can be called an arc) 

has two additional properties: head and tail. The head is where 

the edge ends, meanwhile the tail is where the edge starts. 

 

C. Weighted Graph & Labeled Graph 

Weighted graph has a value on its edges. The value could be 

travelling time, distance, production cost, anything. Upon 

weighted graphs, we can count how long or how much a path is. 

Weighted graphs are also commonly called labeled graph, but 

the two actually refers to different graphs. While weighted 

graphs have values on their edges, labeled graph could also have 

labels on their vertices. The labels not only in non-negative 

numbers, it could also be names; for example a city name, a 

state, etc.  

 

 
Picture 4: Labeled undirected and directed graph 

source: https://study.com/academy/lesson/weighted-graphs-

implementation-dijkstra-algorithm.html 

 

D. Connected Graph 

Two vertices said to be connected when there is a path, a way 

to go from vertex A to vertex B. They do not have to be adjacent, 

the path can go through the vertex C and A & B are still said to 

beconnected. 

When a graph is connected, it means for each vertex in the 

graph can get accessed from whichever vertices in the graph.  

 

 
Picture 5: A connected graph 

source: https://en.wikipedia.org/wiki/K-vertex-

connected_graph 

 

IV.   MARKOV MODEL 

Markov model, also known as markov chain, are 

mathematical system that is created by Andrey Markov. It is 

drawn as a directed, labeled, and connected graph. The vertices 

describe the states or situations of an object, while the edges 

means we can ‘hop’ from a situation to another. The weight of 

the edges describes how likely it is to jump to the other state. If 

the weight of the edges that are out from one vertex are summed, 

they should add up to one [2]. 

Here is a simple example for better understanding. We will 

predict some day’s weather based on a markov model. 

 

 
Picture 6: An example of a markov model 

source: https://sgmustadio.wordpress.com/2011/02/17/primer-

https://grafen.wordpress.com/2011/02/03/kazimierz-kuratowski/
https://grafen.wordpress.com/2011/02/03/kazimierz-kuratowski/
https://computersciencewiki.org/index.php/The_web_as_a_directed_graph
https://computersciencewiki.org/index.php/The_web_as_a_directed_graph
https://study.com/academy/lesson/weighted-graphs-implementation-dijkstra-algorithm.html
https://study.com/academy/lesson/weighted-graphs-implementation-dijkstra-algorithm.html
https://en.wikipedia.org/wiki/K-vertex-connected_graph
https://en.wikipedia.org/wiki/K-vertex-connected_graph
https://sgmustadio.wordpress.com/2011/02/17/primer-on-hidden-markov-models-part-1/
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on-hidden-markov-models-part-1/ 

 

Let us assume that the weather on some days depends on how 

is the weather the day before. So, if it rains yesterday, it is more 

likely to rain again today, even though there are still a chance 

for today to be sunny; so does the other way around: if it’s sunny 

today, it is more likely to be sunny tomorrow, but it does not 

mean tomorrow will not rain.  

In the graph above, there are two states: a day is sunny and a 

day is rainy. The chance of staying in the sunny state is more 

likely, but it does not cover the chance of jumping into the rainy 

state. Here is one transcript that can be produced with the 

markov model above: 

 

R S S S S S S R S S R S S S S S S S R S S S S 
S S S S S S S R S R S S S S R R R S R S S S S  

 

Compare it with a transcript produced by a markov model 

with 50:50 chance.   

 

R S S S R R S R R R S S S R S S S R R S S R S 
R R S S R R S R S S R R S S R S S R S R R R S 
 

We can see that the one generated with 50:50 chance model 

is more random and does not hold the ‘depending on the state 

before’ property.  

Markov model also has an order property. The models can be 

zero ordered, first ordered, second ordered, and so on [5]. The 

order describes how many states are considered in making the 

decision which state to go next. Zero order markov model means 

the model has no dependency on the previous state, so all states 

have the same possibility. First order model means it will 

consider only one previous state, and the result model will look 

like the weather sequencing model that has just explained above. 

 

 

 
 

Picture 7: Examples of some ordered markov chain 

source: https://www.semanticscholar.org/paper/Generating-

Maps-Using-Markov-Chains-Snodgrass-Onta 

 

V.   GENERATING DNA SEQUENCE  

WITH A MARKOV MODEL 

Now, we will be generating a DNA sequence with first order 

markov model.   

Although this model is capable in visualizing the production 

of DNA sequence, it is not the best model which portrays the 

process. However, it could gives us the main idea about how the 

DNA in our body are coded.  

The markov model used in this simulation is the zero and first 

order markov model. Because we are just going through the 

basic, we are going to use simple models. For more advanced 

use, it is recommended to use a higher order ones, for example 

use a third order markov model to read the protein generating 

instructions which are read in three-tuple. 

The probability of jumping into another state is also randomly 

decided on this one. Describing the probability of the next 

chemical base of a DNA is a complex topic and it needs a more 

advanced model than the markov model. But as we are just 

going through the basic to get the main idea, we will use a ‘mock 

up’ probability numbers and just see how the process went. 

In the zero order model, we have our probabilites like so: 

 

Table 2: Zero order markov model transition matrix 

next state > 
A T G C 

previous 

A 0.4 0.4 0.1 0.1 

T 0.4 0.4 0.1 0.1 

G 0.1 0.1 0.4 0.4 

C 0.1 0.1 0.4 0.4 

 

When drawn, the table above would result in the markov 

model below: 

 
 

Picture 8: Zero order markov model in DNA sequencing 

source: https://www.r-bloggers.com/introduction-to-markov-

chains-and-modeling-dna-sequences-in-r/ 

 

This model is stating that A and T are more likely to be found 

in DNA strands more than G and C. It does not matter what is 

https://sgmustadio.wordpress.com/2011/02/17/primer-on-hidden-markov-models-part-1/
https://www.semanticscholar.org/paper/Generating-Maps-Using-Markov-Chains-Snodgrass-Onta%C3%B1%C3%B3n/379fa1bb03257804bef9a0b186c6d128509f9696/figure/0
https://www.semanticscholar.org/paper/Generating-Maps-Using-Markov-Chains-Snodgrass-Onta%C3%B1%C3%B3n/379fa1bb03257804bef9a0b186c6d128509f9696/figure/0
https://www.r-bloggers.com/introduction-to-markov-chains-and-modeling-dna-sequences-in-r/
https://www.r-bloggers.com/introduction-to-markov-chains-and-modeling-dna-sequences-in-r/
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the previous state, the probability of getting an A-base or a T-

base is always 40%, bigger than the probability of getting a C-

base or G-base which is just 10%.  

The model above would produce a strand like this: 

 

G G T T A A A T T A A A A G G C A A T C C G G 
G T T T A T A T A A A A T T A T T C T A C C G 

 

Let us see how changing the order changes the result. The 

table for a first order markov model is: 

 

Table 2: First order markov model transition matrix 

next state > 
A T G C 

previous 

A 0.6 0.2 0.1 0.1 

T 0.4 0.5 0.05 0.05 

G 0.05 0.05 0.7 0.2 

C 0.1 0.1 0.3 0.5 

 

The first order markov model would look like this: 

 

 
Picture 9: First order markov model in DNA sequencing 

source: https://www.r-bloggers.com/introduction-to-markov-

chains-and-modeling-dna-sequences-in-r/ 

 

With the model above, we could produce a DNA strand like 

this: 

 

G G G G G G G G T T T G G G T G T T G T T T G 
G T A A A A A C A A T G G G T G G G T G T T T  

 

Let us compare our transcripts with a DNA strand containing 

a start codon, codons, and a donor site: 

 

C G C C A T G C C C T T C T C C A A C A G G T 
G A G T G A G C C T C C C A G C C C T G C C C  

 

In a glance, we can see that there are mostly C, then G on the 

real DNA transcript, with occasional T and A. The transcript 

produced by our first order model contains mostly G and T, 

which means it does not represent the real DNA, but it get the 

idea that a DNA strand will more likely to produce some certain 

bases more than some others. 

On the other side, the transcript produced by our zero order 

markov model is a bit more on the random side, similar to the 

50:50 markov model we have demonstrated with the weather 

model. It contains mostly A and T, which is the opposite of our 

real DNA sample where A and T are the least ones produced. 

Those mistakes are understandable because the numbers of 

probability used in these models are generated at random, not 

their real appearing probability, but we can see that this markov 

model gets the general idea of DNA sequencing.  

What chemical bases are being produced now depends on the 

previous base produced. Those bases also does not get produced 

at the same rate, some bases are more likely to be produced more 

than the others.  

So, DNA sequence can be determined by using a markov 

model. However, this model is still very simple and not fully 

representing a real organism’s DNA. Using a more advanced 

model and algorithm would give more accurate result, for 

example the hidden markov model. 

The hidden markov model is similar to the markov model, but 

as the name states, it has some hidden states. Using the same 

weather example above, we do not decide the model states by 

the weather itself, but with another indicator instead. 

Say that we want to know what is the weather outside, but we 

are in a windowless room, which means we can not see how it 

is outside. Instead of looking at the sky directly, we will be able 

to predict the weather outside with the room temperature.  

If it is hot, then it is more likely to be sunny rather than 

raining, and the other way around when it is cold. If the 

temperature is rather warm, it could be a 50:50 chance for it to 

be sunny or rainy. 

Applied to the DNA sequence modelling, as mentioned 

above, this hidden markov model allows us to take more facors 

into account, for example, whether the DNA is the coding one 

or the non-coding one. We would be able to further examine 

whether this part of a DNA takes part in the protein making 

process or determining the genetic properties of an organism 

[10].  

 

VI.   CONCLUSION 

DNA sequence can be determined by using a markov model. 

However, this model is still very simple and not fully 

representing a real organism’s DNA. Using a more advanced 

model and algorithm would give more accurate result. Few 

recommended ones are the hidden markov model, which can 

take more factors into account, and have several more fitting 

algorithms for DNA sequencing, for example the forward-

backward algorithm and viterbi algorithm. 
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