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Abstract— This paper presents optimizing amazon’s 
recommendation system using collaborative filtering and 
SVD. The study focuses on addressing challenges in e-

commerce recommendation systems, such as data sparsity 
and scalability, by leveraging matrix factorization 
techniques. By applying SVD to the user-item interaction 

matrix, latent factors representing user preferences and 
item characteristics are extracted, enabling the system to 
predict missing interactions and generate personalized 
recommendations. Using Amazon's product review dataset, 

the paper demonstrates how SVD improves the accuracy 
and efficiency of recommendations by reducing 
dimensionality and uncovering hidden patterns in the data. 

The findings highlight the critical role of CF and SVD in 
delivering scalable, accurate, and personalized user 
experiences, ultimately driving customer satisfaction and 
business growth. 
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I.   INTRODUCTION 

  In the competitive landscape of e-commerce, delivering 
personalized user experiences has become a critical factor for 
success. Recommender systems play a central role in achieving 
this, as they help businesses suggest relevant products to 
customers based on their preferences and behavior. Amazon, 
one of the world's largest e-commerce platforms, exemplifies 
the power of such systems by utilizing them to boost user 
engagement and maximize sales. A key component of these 
systems is the application of Singular Value Decomposition 
(SVD), a matrix factorization technique from linear algebra. 
SVD is particularly effective in collaborative filtering, where 
user-item interactions are modeled using large-scale matrices. 
By decomposing these matrices into latent factors, SVD 
identifies patterns that are not explicitly visible, such as 
similarities between users with seemingly different preferences 
or hidden relationships between products. Collaborative 
filtering is one of the most widely adopted and successful 

recommendation approaches. Unlike approaches based on 
intrinsic consumer and product characteristics, CF characterizes 
consumers and products implicitly by their previous 
interactions. The simplest example is to recommend the most 
popular products to all consumers. Researchers are advancing 
CF technologies in such areas as algorithm design, human- 

computer interaction design, consumer incentive analysis, and 
privacy protection [1]. 

  Took an example from big e-commerce company such as 
Amazon's recommendation system, SVD works by analyzing 
massive datasets of user-item interactions, such as purchase 
history, product ratings, and browsing activity. For example: 

− Matrix Representation: The data is represented as a 
sparse matrix, where rows correspond to users, 
columns correspond to products, and entries represent 
interactions (e.g., ratings or purchase counts). 

− Decomposition: SVD decomposes this matrix into 
three components: user features, item features, and a 
diagonal matrix of singular values, reducing 
dimensionality while preserving key information. 

− Prediction: These latent features are then used to 
predict a user’s preference for unseen products, 
allowing the system to recommend items they are 

likely to engage with. 

  This paper delves into the mathematical foundation of SVD, its 
application in collaborative filtering, and its integration into one 
of the famous e-commerce recommendation architectures which 
the writer chooses Amazon as a sample. Furthermore, it 
examines how SVD addresses practical challenges in e-
commerce systems, such as data sparsity and scalability, and 
highlights its impact on customer satisfaction and business 
outcomes. 

Fig 1.2 Illustration for collaborative filtering and content-
based filtering scenario  

Source: LinkedIn 
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II.  THEORETICAL BASIS 

A. Fundamental of Matrix 

1. Introduction to Matrices 

  Matrix is a very important data representation [2]. 

and is widely used in many fields of engineering 

including informatics. A matrix is a two-dimensional 

array of numbers arranged in rows and columns, often 

denoted as 𝐴 . Mathematically, a matrix of size 𝑚 × 𝑛  

has 𝑚 rows and 𝑛 columns, where each entry 𝐴𝑖𝑗 

represents a scalar value located at the 𝑖 -th row and 𝑗 -

th column. 

 
Fig 2.1 Matrix with the size of 𝑚 × 𝑛 . 

Source: Dummies 

  Matrices are fundamental in linear algebra and are 

used to represent and manipulate data in various 

domains, including physics, engineering, and computer 

science. Their versatility stems from their ability to 

capture relationships between entities and perform 

operations such as addition, multiplication, and 

transformation, which are essential in complex 

computations and analyses. For example, in e-

commerce systems like Amazon, matrices can encode 

interactions between users and products, enabling 

structured analysis and recommendation generation.   

  A square matrix has an equal number of rows and 

columns (𝑚 = 𝑛 ). For example, a 3 × 3  matrix is 

square. Conversely, a rectangle matrix has a matrix that 

has a non-equal number of rows and columns (𝑚 ≠ 𝑛 ). 

There is also a diagonal matrix, which is a special case 

of a square matrix where all non-diagonal elements are 

zero and the diagonal elements are any values. For 

example, as the matrix below the elements of 𝑎 and 

𝑏 are any values except zero so it is known to be as 

matrix diagonal. 

 
𝑎 ≠ 0,  𝑏 ≠ 0  

 

Fig 2.2 Matrix diagonal with the size of 2 × 2 which 

also a square matrix. 

Source: Dummies 

 

  Matrices also have an operational system that 

includes addition, subtraction, multiplication, division, 

scalar multiplication, and scalar division. Just like 

regular operational system for basic operations, 

matrices are also valid to use arithmetic rules. There are 

also special types of matrices, such as transpose 

matrices and identity matrices. An identity matrix, 

often denoted as 𝐼𝑛 is a diagonal matrix with all 

diagonal entries being one. It acts as the multiplicative 

identity in matrix multiplication. 

 

 
Fig 2.3 Identity matrices 

 

  Transpose Matrix is a fundamental operation in linear 

algebra that involves flipping the matrix over its 

diagonal, effectively switching its rows and columns. 

For a given matrix 𝐴 , the transpose is denoted as 𝐴𝑇or 

sometimes 𝐴′ . The element in the 𝑖 -th row and 𝑗 -th 

column of 𝐴 becomes the element in the 𝑗 -th row and 

𝑖 -th column of 𝐴𝑇 . Formally, this can be expressed as: 

 

(𝐴𝑇) 𝑖𝑗  = 𝐴𝑗𝑖 

The result of transpose matrix not only the position of 

the values is change but possibly if the matrix is a 

rectangle then the size is also change (from 𝑚 × 𝑛 to 

𝑛 ×𝑚 ). 

 
Fig 2.4 Transpose matrix example for matrix 2 × 3  

Source: andreaminini 

 

2. Matrix as Representation of Data 

  Matrix representation is a method for storing and 

manipulating data in a rectangular array of numbers, or 

functions, in rows and columns. Matrices are used to 

represent datasets, where each row corresponds to a 

sample or observation, and each column represents a 

feature or attribute of that sample [3]. In collaborative 

filtering-based recommendation systems, data is 

typically represented as a matrix to model the 

relationship between users and items (products). This 
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matrix, commonly referred to as the user-item matrix, 

serves as the foundation for analysis and 

recommendation generation. 

 The user-item matrix is a two-dimensional 

representation, where rows correspond to users and 

columns correspond to items available on the e-

commerce platform. Each element of the matrix (𝑅𝑖𝑗) 

shows the interaction or preference of user 𝑖 for item 𝑗 . 

These interactions can take the form of explicit ratings, 

for example: Numerical values provided by users, such 

as a score from 1 to 5 or star ratings. 

 

Fig 2.5 Example of the matrix that contains explicit 

user ratings from 1-5 for each item. 

In this matrix 𝑅 : 

- The first row represents a user who has given explicit 

ratings to certain items (4 for item 1, 3 for item 3, and 

5 for item 4). 

- Zero entries indicate missing interactions, meaning 

that the user has not interacted with or rated those 

items. 

 

B. Fundamentals of Singular Value Decomposition 

(SVD) 

1. Introduction to Eigenvalues and Eigenvectors 

Eigenvalues and eigenvectors are fundamental 

concepts in linear algebra, widely applied in areas 

such as systems of linear equations, 

transformations, machine learning, and matrix 

factorizations like Singular Value Decomposition 

(SVD). Given a square matrix 𝐴 of size𝑚 ×𝑚 an 

eigenvector 𝜈  and an eigenvalue 𝜆  satisfy the 

following equation: 

𝐴𝜈 = 𝜆𝜈  

  An eigenvector represents the direction that 

remains unchanged under the transformation of a 

matrix 𝐴 , although its magnitude may be scaled. 

The scaling factor associated with an eigenvector 

is called the eigenvalue. Eigenvalues are 

determined by solving the characteristic equation, 

given as: 

det(𝐴 − 𝜆𝐼) = 0  

  Where 𝐼 is the identity matrix and 𝜆  represents 

the solutions or roots of the equation. If the matrix 

𝐴 is diagonalizable, it can be expressed in the 

form: 

𝐴 = 𝑃𝐷𝑃−1  

  Where 𝑃 is a matrix whose columns are the 

eigenvectors of 𝐴 , and 𝐷 is a diagonal matrix 

containing the eigenvalues of 𝐴 . 

2. Singular Value Decomposition 

  SVD factors a 𝑚 × 𝑛  matrix A into matrices 𝑈 , Σ , 
and Given a matrix 𝐴 : 

 

𝐴 = 𝑈Σ𝑉𝑇 

 

Here, 𝑈 is an 𝑚 ×𝑚  orthogonal matrix whose 

columns are the left singular vectors, 𝑉𝑇 is the transpose 

of an 𝑛 × 𝑛  orthogonal matrix whose rows are the right 

singular vectors, and Σ  is an 𝑚 × 𝑛  diagonal matrix 

containing the singular values of 𝐴 . These singular 

values are the square roots of the eigenvalues of 𝐴𝑇𝐴 or 

𝐴𝐴𝑇, and they represent the magnitudes of the matrix's 

transformation in each principal direction. SVD provides 

a way to understand the geometry of a matrix by 

identifying its key components, making it fundamental in 

applications such as dimensionality reduction, image 

compression, and solving linear systems. 

 

C. Collaborative Filtering 

1. Introduction to Collaborative Filtering 

  Collaborative Filtering (CF) is an effective method 
utilized in recommendation systems for e-commerce 
platforms such as Amazon. This method leverages user 
preferences or behavioral data, including purchases, 
searches, or product ratings, to provide personalized 
product recommendations [1]. In the context of e-
commerce, CF plays a crucial role in enhancing user 
experience by suggesting relevant products, thereby 
driving increased sales and improving customer 
satisfaction [2].  

  Collaborative Filtering (CF) consists of two types: 
Item-Based Collaborative Filtering (IBCF), which 
computes similarities between items, and User-Based 
Collaborative Filtering (UBCF), which computes 
similarities between users. IBCF is generally more 
efficient than UBCF, as typical applications involve far 
more users than items, making the similarity matrix for 
IBCF more compact. Additionally, item similarity 
estimates are more likely to converge over time and can 
be precomputed and cached, unlike user similarities, 
which require dynamic computation at regular 
intervals. However, IBCF recommendations tend to be 
more conservative compared to UBCF. 

2. Implementation of Collaborative Filtering to 
Amazon Recommendation System 

  Amazon implements Collaborative Filtering by 
collecting extensive data on user-product interactions. 
These interactions include activities such as viewing, 
purchasing, rating, or adding products to the shopping 
cart. Based on this data, CF operates through two 
primary approaches. The first approach, User-Based 
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CF, identifies users with similar preferences and 
recommends products that these similar users have 
purchased or liked. The second approach, Item-Based 
CF, analyzes the similarity between products based on 
patterns of co-purchases or co-ratings [7]. For instance, 
if multiple users tend to buy or rate two products 
together, the system identifies these products as related 
and recommends them accordingly [8]. 

  To manage the vast and sparse user-product matrix—
where most users interact with only a small subset of 
available products—Amazon employs Singular Value 
Decomposition (SVD). SVD reduces the 
dimensionality of the matrix, making it   
computationally feasible to uncover latent patterns 
such as product categories or shared user preferences 
[9]. For example, when a user purchases a specific 
book, SVD can reveal latent patterns indicating that 
other users with similar interests also purchased books 
in the same category, allowing the system to 
recommend those books effectively. 

  In practice, if a user buys a product like "Gaming 
Laptop X," the Item-Based CF system identifies that 
other users who purchased "Gaming Laptop X" also 
bought complementary items such as "Gaming Mouse 
Y" and "Gaming Headset Z." These products are then 
recommended to the user. Similarly, through User-
Based CF, if a user’s shopping history aligns with 
another user who purchased "Mechanical Keyboard 
W," the system recommends the keyboard to the first 
user [7]. 

  The advantages of CF in Amazon’s recommendation 
system are significant. This method provides highly 
personalized suggestions by analyzing individual user 
preferences based on historical data [5]. Furthermore, 
with the application of SVD, Amazon can efficiently 
handle millions of users and products without 
compromising the accuracy of its recommendations 
[9]. Collaborative Filtering also boosts sales by 
encouraging cross-selling and upselling through 
relevant product suggestions, such as items frequently 
bought together. Additionally, CF enhances user 
engagement by providing tailored recommendations 
that keep customers interested and satisfied with the 
platform [8]. 

  Despite its effectiveness, Collaborative Filtering faces 
certain challenges. One of these is sparsity, as the user-
product matrix is often highly sparse due to the limited 
interactions of users with the majority of products [6]. 
To overcome this, SVD is employed to reduce the 
matrix’s dimensionality and extract latent features. 
Another challenge is the cold start problem, where new 
users or products lack sufficient data for accurate 
recommendations. This issue can be mitigated by 
combining CF with content-based methods or by 
incorporating metadata about the products [7]. 

  In conclusion, Collaborative Filtering, particularly 
when augmented with Singular Value Decomposition 
(SVD), forms the backbone of recommendation systems 
in e-commerce platforms like Amazon. This approach 
enables the delivery of highly accurate and personalized 
recommendations, efficiently handles large-scale data, 

and significantly enhances customer experience while 

driving platform revenue [5][9]. 

III.   DEVELOPING PRODUCT RECOMMENDATION SYSTEM 

BASED USING AMAZON DATASETS 

A. Collecting Datasets 
  To build a collaborative filtering-based product 
recommendation system using Singular Value 
Decomposition (SVD), it is crucial to collect relevant 
datasets that capture user interactions with products. In 
this study, the Amazon Product Review Dataset, 
available from publicly accessible sources such as 
Kaggle and Amazon's open data portal, will be used. 
This dataset includes detailed information such as user 
ratings, product metadata, and review text, which are 
essential for generating personalized product 
recommendations through collaborative filtering.  
  For this project datasets that will be chosen to be a 
sample is an open source datasets gained from an open 
source datasets provider called Kaggle. The dataset 
itself  has over 7824482 rows and 4 column (User Id, 
Product Id, Rating, and Timestamp). 
 

 
Fig 3.1 Importing datasets 

Source: Author’s documents 
 

 
Fig 3.2 Datasets.csv snippets contain User ID, 

Product ID, Rating, and Timestamp. 
Source: Author’s documents 
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Fig 3.3 Datasets distribution based on user product 

review (before datasets preprocessing) 
Source: Author’s documents 

 
B. Preprocessing Dataset 

Load Datasets 

 
Fig 3.4 Import libraries needed to process datasets 

and developing recommendations 
Source: Author’s documents 

 

 
Fig 3.5 Preprocessing datasets 

Source: Author’s documents 
 

 

Fig 3.6 4 head datasets after preprocessed 
Source: Author’s documents 

 
1. Drop The Duplicates and Make The Timestamp 

Readable 
  Duplicate entries are among the most pervasive 

issues in raw datasets. They may arise from 
various sources, including system errors, manual 
data entry mistakes, or the integration of multiple 

datasets.

Fig 3.7 Drop duplicates process 
Source: Author’s documents

 
Fig 3.8 Make the timestamp from distorted 

metrics error into a readable timestamp 
Source: Author’s documents 

 

 

Fig 3.9 4 heads dataset after preprocessed 

Source: Author’s documents 

  After the datasets are preprocessed, the datasets are 
now ready to be used as a part of developing a 
recommendation system using a collaborative filtering 

technique. 

 

Fig 3.9 Visualization for datasets after being 

preprocessed 

Source: Author’s documents 



   

 

Makalah IF2123 Aljabar Linier dan Geometri – Semester I Tahun 2024/2025 
 

 
 

Build Collaborative Filtering Model 

1. Creating the Sparse Matrix 
  Collaborative filtering leverages user-item 
interaction data to predict user preferences. SVD 
is applied to decompose the user-item matrix, 
capturing latent factors that represent user and 
item characteristics. These latent factors are then 
used to predict missing entries in the matrix. 

 

 

 
 

Fig 3.10 Creating the sparse matrix 

Source: Author’s documents 

 

2. Calculate user-user similarity and item-item 
similarity 

− User-User Similarity: Helps identify users 
with similar preferences or behaviors (e.g., 
users who rate similar items in a similar way). 
Recommendations for a target user are then 
derived from items preferred by these similar 
users. 

− Item-Item Similarity: Identifies items that 
are rated or interacted with similarly by users. 
If a user likes or interacts with an item, they 
are likely to prefer similar items based on this 
similarity. 

 

 

 
 

 
Fig 3.11 Calculating user-user similarity and 

item-item similarity (with the results) 

Source: Author’s documents 

 

3. Calculate the n-neighborhood based on the 
user-user and item-item similarity 
  An n-neighborhood (or k-nearest neighbors) 
refers to selecting the n most similar users or items 
for making recommendations. 

 

 

 

Fig 3.12 Similarity correlation using n-
neighborhood (or k-nearest neighbors) 

Source: Author’s documents 

  The combination of similarity search and the n-
neighborhood approach ensures the 
recommendations are both computationally 
efficient and personalized, catering to the user’s 

preferences effectively. 

4. Generate the recommendation system using 
CF model 

  Once the similarity computations between users 
or items are completed and the n-neighborhood is 
identified, Collaborative Filtering (CF) employs 
these relationships to generate personalized 
recommendations. This process involves 
aggregating the preferences of similar users (User-
Based CF) or drawing inferences from similar 
items (Item-Based CF) to predict and recommend 
items that align with the target user's interests. 
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Fig 3.13 Product recommendation based on CF 
model 

Source: Author’s documents 

  Based on the testing for the user_id given 
(“A100UD67AHFODS”), the result are shown as 
below: 

 

Fig 3.14 Product recommendations results 

Source: Author’s documents 

5. Generate the recommendation system using the 

SVD model 

  The implementation of a recommendation system 
using the Singular Value Decomposition (SVD) 
model involves leveraging matrix factorization to 
predict user preferences for items. The process 
begins with decomposing the user-item interaction 

matrix into three components: 𝑈 , representing 

user-specific latent features; Σ , a diagonal matrix 
of singular values indicating the importance of 

latent features; and 𝑉𝑇, capturing item-specific 
latent features. By reconstructing the matrix 

through 𝑈. Σ.𝑉𝑇, the system can estimate missing 
values, effectively predicting user-item 
interactions. These predictions enable the system 
to recommend items by identifying those with the 
highest predicted ratings for each user that they 
have not interacted with. Additionally, evaluating 
the accuracy of these predictions using metrics 
such as Root Mean Square Error (RMSE) ensures 
the model’s reliability. The SVD-based 
recommendation system efficiently captures latent 
patterns within the data, providing scalable and 

personalized suggestions tailored to user 

preferences.   

 
Fig 3.15 Product recommendations based on 

SVD model 
Source: Author’s documents 

 
Fig 3.16 RMSE calculation 

Source: Author’s documents 

 
Based on the SVD models given the results are 
shown as below: 

 

 
 

Fig 3.17 Product recommendations results 
Source: Author’s documents 

 

V.   CONCLUSION 

  This paper explores the use of Collaborative Filtering (CF) 

enhanced with Singular Value Decomposition (SVD) in 

developing a recommendation system for Amazon's e-

commerce platform. By leveraging SVD, the recommendation 

system efficiently addresses challenges such as data sparsity and 
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scalability, extracting latent factors to uncover hidden 

relationships in user-item interactions. The system demonstrates 

the ability to predict user preferences accurately, providing 

personalized and relevant recommendations. Through the 

application of SVD, the study emphasizes the importance of 

matrix factorization techniques in handling large-scale datasets 

and delivering impactful customer experiences. The integration 

of CF and SVD not only enhances user engagement but also 

drives revenue growth by encouraging cross-selling and 

upselling opportunities. Future work could explore hybrid 

models combining CF with other techniques to overcome 

limitations like the cold start problem and further improve 

recommendation accuracy. 

 

VI.   APPENDIX 

For the GitHub source code you can access this link. 
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