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Section 3.1 Vectors

Addition of vectors by the
parallelogram or triangle rules




Subtraction:

Scalar
Multiplication:




Properties of Vectors

THEOREM 311 If wu, v, and w are vectors in R", and if k and m are scalars, then:
(@) u+v=v+u

() (u+v)+w=u+(v+w)

(c) u+l=04+u=u

(d) u+(—u)=10

() k(u+v)=ku+kv

(f) (k4 m)u=ku+mu

(g) ki(mu) = (km)u

(h) lu=u



Section 3.2 Norm, Dot Product,

and Distance in R"
Norm:

Fa

called the length of v or the magnitude of v) 1s denoted by ||v||, and is defined by the
formula

DEFINITION 1 If v = (v, vs,..., v,) is a vector in R", then the norm of v (also

IVl = Vo2 + 02+ 02+ -+ 0] (3)

Unit Vectors:

U= —-Y

vl



The Dot Product

) u
u i
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= s < + " >
v o v T v o

The angle ¢ between u and v satisfies 0 <8< .

DEFINITION 3 If u and v are nonzero vectors in R* or R®, and if # is the angle
between u and v, then the dof product (also called the Euclidean inner product) of
u and v is denoted by u - v and is defined as

u-v = [luf[[v] cos6 (12)
If u =0 orv =\, then we define u - v to be 0.

The sign of the dot product reveals information about the angle & that we can obtain

by rewriting Formula (12) as -

[ufl{[v]

(13)

cosf =




The Dot Product

DEFINITION 4 Ifu = (uy,t7....,u4,) and v= (vy, v3...., U,) are vectors in R",
then the dot product (also called the Fuclidean inner product) of u and v is denoted
by u - v and is defined by

U-v=u v +usvs+---4u,u, (17)




Properties of the Dot Product

THEOREM 3.2.2 Ifu, v, and w are vectors in R", and if k is a scalar, then:

(@) u-v=v-.u |Symmetry property]
(b) u-(v+wj=u-v+u-w | Distributive property]
(c) kiu-v)=(ku)-v |Homogenelty property]

(d) v-v=0andv.v=0ifand onlyifv=10 [Positivity property]

THEOREM 3.2.3 Ifu, v, and w are vectors in R", and if k is a scalar, then:
(@) D.v=v.0=0

(b) (u+v)-w=u-wH+v.w

(c) u-(v—wj=u-v—u-w

(d) U—V)-W=u-wW—v.w

(e) kiu-v)=u-(kv)



Cauchy-Schwarz Inequality

THEOREM 2.2.4 Cauchy-Schwarz Inequality
Ifu=(uy,uz,...,u,)andv = (vy, va,...,v,) are vectors in R", then

lu - v| = [[ull[|v] (22)
or in terms of componentis

gy + tavy + - V| < (] Fus 4+ u) T )
(23)



Dot Products and Matrices

Table 1
Form Dot Product Example
1 5
u=|_3 wv=[1 —3 5]|4|=-7
u a column ) _ 5 0
matrixandva | u-v=u'v=yI -
column matrix . I
v= |4 viu=[5 4 0]|-3|=-7
|0 5
5
u=[l =3 3] [u=[l -3 5]{4|=-7
u a row matrix 0
andvacolumn | u-v=uv=v"u’ 5
matrix v= 4 - ]
0 viu' =[5 4 o0]|-3]=
5
1
1 vu=[5 4 0]|-=-3|=-
ua L:_Dlumn o u= | -3 5
matrix and v a u-v=vu=uv’ < i
row matrix ) - 2
v=[5 4 0] |uv=[1 -3 5]|4
0
5
w! =[1 -3 5]|4
u a row matrix _ | u= [] _3 5] 0
and v a row u-v=uv =vu'
matrix V= [5 4 ﬂ] 1
vu' =[5 4 0]|-3
5




Section 3.3 Orthogonality

DEFINITION 1 Two nonzero vectors u and v in R" are said to be orthogonal (or
perpendicular)ifu - v = 0. Wewill also agree that the zero vector in R” 1s orthogonal
to every vector in R". A nonempty set of vectors in R" is called an erthogonal set if

all pairs of distinct vectors in the set are orthogonal. An orthogonal set of unit vectors
is called an erthonormal set.




Orthogonal Projections

THEOREM 3.3.2 Projection Theorem

If wand a are vectors in R", and if a # 0, then u can be expressed in exactly one way
in the form u = w + w2, where w is a scalar multiple of a and w is orthogonal
to a.




Point-line and point-plane
Distance formulas

THEOREM 3.3.4
(@) In R? the distance D between the point Py(xg, yo) and the lineax +by+c =10

is
axp + by + ¢
- laxp + byo + ¢| (15)
va? + b?
(b) In R® the distance D between the point Py(xy, Vg, 2g) and the plane
ax+by+cz+d=0is
axy + byg + czp +d

D — laxy + by 0 | (16)

Var + b + 2



Section 3.4
The Geometry of Linear Systems

THEOREM 3.4.1 Let L be the line in R* or R that contains the point xy and is
parallel to the nonzero vector v. Then the equation of the line through x, that is

parallel to v is

X = Xg+ IV (1)
If xo = 0, then the line passes through the origin and the equation has the form
X =1V (2)

THEOREM 3.4.2 Let W be the plane in R® that contains the point x, and is parallel
to the noncollinear vectors v, and v,. Then an equation of the plane through x, that
is parallel to vy and v, is given by

X=Xp+Hhv) + V2 (3)

X

If xo = 0, then the plane passes through the origin and the equation has the form
X = hvy +fv2 4

X=Xg+ v+ LY

y




DEFINITION 1 If x; and v are vectors in R”, and if v is nonzero, then the equation
X =Xg+1v (3)

defines the line through x that is parallel fo v. In the special case where xp = 0, the
line 1s said to pass through the origin.

DEFINITION 2 If xg, vy, and v, are vectors in R", and if v, and v, are not collinear,
then the equation
X=Xg+0hHV)+ V2 (6)

defines the plane through x, that is parallel to v, and v,. In the special case where
xp = 0, the plane is said to pass through the origin.




Section 3.5 Cross Product

DEFINITION 1 Ifu = (u;, 4z, u3) and v = (vy, vz, va) are vectors in 3-space, then
the cross product u x v 1s the vector defined by

U X V= (ualy — U3V, U3V — U V3, U U3 — HzV))

)

or, in determinant notation,

wxv=(

Hy Uy
Ly UJ~




Cross Products and Dot Products

THEOREM 3.5.1 Relationships Involving Cross Product and Dot Product
Ifw, v, and w are vectors in 3-space, then

(@) u-uxv)=>0 (u % v is orthogonal to u)
(b) v.uxv)y=0 (U x v is orthogonal to V)
(¢) Juxv[]*=ul?|[v]* —(u-v)*  (Lagrange’s identity)

(d) ux(vxw)=(u-w)v—(u-v)w (relationship between cross and dot products)

() (uxv)xw=(u-w)V—(V:-W)u (relationship between cross and dot products)



Properties of Cross Product

THEOREM 3.5.2 Properties of Cross Product

Ifu, v, and w are any vectors in 3-space and k is any scalar, then:
(@ uxv=—(vxu)

(b)) ux(v+w)=(uxv)+(uxw)

(c) (u4v)xw=(uxw)+(vw)

(d) kiuxv)=(ku) x v=ux (kv)

() ux=0xu=»0

(f) uxu=10



Geometry of the Cross Product

lux v|| = [lull|lv] sin&

THEOREM 3.5.3 Area of a Parallelogram

If wandv arevectorsin 3-space, then ||u x v|| is equal to the area of the parallelogram
determined by w and v.




Geometry of Determinants

THEOREM 3.5.4

(@) The absolute value of the determinant

det[u] ug]
vy U2
is equal to the area of the parallelogram in 2-space determined by the vectors

U= (uy,u;) and v = (v, vp). (See Figure 3.5.7a.)
(b) The absolute value of the determinant

Hy W2 U3
det| vy, vy 1
1 s  Ws

is equal to the volume of the parallelepiped in 3-space determined by the vectors
U= (uy, Uy, uz), v=1_v, vz, v3), and w = (wy, wy, wy). (See Figure 3.5.7b.)



