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Abstract—Nonogram Puzzle is a logical picture puzzle played on a grid with numerical hints on the top and the left side of the grid. The hints are used to know which cell of the grid is supposed to be colored. In this paper, I will try to explain the use of Depth First Search (DFS) Algorithm to solve a Nonogram Puzzle.

Keywords—Nonogram Puzzle; Depth First Search (DFS)

I. INTRODUCTION

Who doesn’t love playing good old puzzles? Many puzzles that we know now are most likely to be a derivation of the ones older and way more simpler. One of those simple puzzles is the Nonogram Puzzle. It’s a simple logical grid colouring puzzle that uses numbers as a guide to colour the grid. This somehow simple puzzle can be intimidating sometimes because this puzzle doesn’t have size constraint.

Nonogram Puzzle first came about at 1897, when a Japanese graphics editor won a competition at Tokyo by designing a grid picture using a skyscrapers lights that were turned on or off. This led her to the idea of making a puzzle based on filling certain cell on a grid using numbers as hints.

The gameplay is very simple, there are going to be numbers at the left side of each row and the top each column. Using those numbers as a guide, start choosing which cell should be coloured and which cell should be left empty. For example, if the number on the left side of a row is “2 4”, this means that there should be 2 consecutive cells and 4 other consecutive cells that should be coloured and at least one cell is empty between the two. Nonogram Puzzles are considered as NP-Complete problems, this means that this problem cannot be completed in polynomial time.

This puzzle is interesting in many ways, I myself have found this puzzle to be very interesting, and that is why I chose this as my paper topic.
This is how to prove that a problem is an NPC problem, first find an NP problem that is similar to the problem that you want to prove to be NPC, the find a way to reduce that NP problem to the problem you have in polynomial time.

The reason why can’t we solve an NPC problem in polynomial time and considered as the hardest problems is because if somehow someone solved an NPC problem in polynomial time, it means that all NP problems supposedly could be solved in polynomial time.

C. Recursive

Recursive function is a function which call itself inside the function. On recursive functions, there are 2 important parts:

1. The base case
2. The recursive part

In the base case, the function is stopped at some specific point where the problem doesn’t need to be traversed anymore. In the recursive part, the program does all the necessary work and reduces the problem so that it will reach the base case condition.

An example of recursive function is the Fibonacci sequence, here the base are fib(0) = 0 and fib(1) = 1, and the recursive part is fib(n) = fib(n-1) + fib(n-2). Here, the recursive part is slowly going to reach the base because the variable n will be decreased by 1 and 2 each time, which means it will reach the number 1 and 0 at some point.

D. Backtracking

Backtracking is a process used in DFS algorithm to track back the process to look for other possibilities. This process is also used by recursive functions as a way to ensure the function find every possible outcome.

III. USING DFS TO SOLVE NONOGRAM PUZZLE

My method of trying to solve the Nonogram Puzzle can be narrowed down to 3 steps, try to solve a row of the grid then check if that finished row complies to the column hints, if it is fulfilled then continue to the next row else find another possible solution for the current row, if the program can’t find another solution for that row backtrack to the previous row. For this paper I will use an example grid like so:

<table>
<thead>
<tr>
<th>1</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 5 1</td>
</tr>
<tr>
<td>1</td>
</tr>
<tr>
<td>2</td>
</tr>
<tr>
<td>1</td>
</tr>
<tr>
<td>1</td>
</tr>
</tbody>
</table>

Figure 5
With each row there is a hint on the left side. Using that hint try to fill the row from the leftmost cell.
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Then check the column hint, if it is fulfilled continue to the next row, here the column hint is fulfilled.

On the next row, fill the cells from the leftmost cell using the hint.
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Here as you can see, the column hints are no longer fulfilled, so the program finds another solution for the row. For checking the column hints, the program will only check if there is some cell that is more than the constraint, in this example the first column has a group of 2 cells together, while at the column hint says there should only be 1 cell with another cell separated.
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Here the constraints are fulfilled, so the program continues to the next row.

On the next row the program will fill the cells again from the leftmost cell using the hints. I will skip the process to the second last row because the column hints will not be fulfilled at that row.
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Here as you can see, the left column hint is not fulfilled, so the program backtracks to the previous row and finds an alternative by shifting the first group of cells to the right, then continues to the next row.
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Here, the first and the third column hints are both violated, so the program will backtrack to the previous row and finds another alternative, then continues to the current row.
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Here once again the column hints are violated as you can see on the first and third column. Here the program backtracks
finds that it is still violated, then backtracks again, and this process is repeated until the program reaches the first row.

Even though the process takes a lot of time and memory space, this algorithm is pretty much effective to solve most of the puzzle.

Here is the execution result of the program with the input of the grid I used in this paper.

For this algorithm, the complexity that I have calculated is \( T(n) = O(n^{2\log(n)}) \)

The tree structure that is generated should be something like this:

Even though the process takes a lot of time and memory space, this algorithm is pretty much effective to solve most of the puzzle.

Here is the execution result of the program with the input of the grid I used in this paper.
IV. RESULTS

Using the DFS algorithm for solving Nonogram Puzzles could be efficient if the board size is not too big, for bigger sizes, the program will take a lot of time backtracking which is really inefficient.

As I have said before, this problem can’t be solved in polynomial time. Human logic is far too complicated for a program to copy, this is why this problem won’t be fully solved using this algorithm, this algorithm will at most solve 80-90% of all the puzzles.
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