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Abstract—Image extraction is to be an essential task upon 
image classification. One of the challenges of these topics is an 
improves the extraction model. After that, they combined it 
with a recurrent neural network to generate a word fitting to 
an image's area. Interpretation of geology images takes a long 
time. It needs many geologists, especially in the description of 
the content of image rocks. Based on these problems, this study 
proposed a model that can be conducted for the geologist tasks. 
It enabled to make a caption for an image of geology rocks. The 
study uses VGG16, ResNet, and InceptionV3 concatenate to 
LSTM and word2vec that successfully captioned images of the 
foreground object like cars, people, animals, and many others. 
Even though the model can extract the image, the outcome does 
not align with the research objective. The study confirmed that 
the outcome has a value BLEU score of 4-gram of 0.367, 0.344, 
and 0.273, respectively. The study outcomes still mistake 
identifying objects of background and do not correctly caption 
relate to rock contents. The study concluded that the proposed 
new model is to be open challenges to achieve a result precisely 
to geologist descriptions. 

 

Keywords—Geological Rocks Image, Visual Geometry, 
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I. INTRODUCTION 

Based on the activity of the geologists who annotate the 

name of rock in the field, it is to be a fundament to engine the 

intelligence system within caption modeling. One interesting 

mind is how to create a system that can give output similar to 

a geologist's captions about the rocks image. 

Leveraging two disciplines task between computer vision 

and natural language processing, it is a challenge to create a 

captioning model for the geology of rocks. Identification of 

rocks is to be a primary task in the models. Following the step 

for captioning model, the task must be detecting an object an 

generate a sentence similar to geologist annotation [1]–[3]. 

The development of the image captioning task is 

inseparable from the deep network architecture. The most 

famous architecture for image captioning is to follow the 

encoder-decoder proposed by [4]. This image captioning task 

has separated into several tasks such as encoder using 

convolution neural network (CNN) to determine vector 

features, and decoder using recurrent neural network (RNN) 

to generate a caption [4].  

There are three approaches to producing image captions 

[5]. The first approach uses a template where this method 

emphasizes object detection and mapping the results to the 

language structure [6]. The second approach is to use a 

modeling language. This method is more expressive and can 

overcome the shortcomings of the template method. This 

method is known as deep learning architecture using LSTM 

based on RNN [4]. The third approach is to take a caption 

from the training data with the object's proximity in the image 

used as a template, then use a language model for the caption 

on the test data image [7]. 

Image captioning is used by various researchers, mostly 

based on deep network architecture. Many use the 

convolutional neural network (CNN) architecture in the 

encoder architecture and recurrent deep network architecture 

in the architecture of automatic text generators. Several image 

extraction and detection architectures have been developed 

such as ImageNet [8]–[11], YOLO [12], GoogleNet [13], 

VGGNet [11], Resnet [9], and InceptionV3 [14]. This model 

is often used as a baseline model to develop new architectures 

with various kinds of captioning, such as based on visual 

attention and semantic attention.  

A caption is an essential target of image captioning. The 

two tasks that needed to process the image and the text such 

as image extraction and word embedding. These tasks support 

the learning process in captioning that involve two models 

such as computer vision and natural language processing [15]. 

It can be observed that these algorithms evolved the structure 

based on CNN and RNN. Variations of the CNN layer and 

convolution matrices such as 1x1, 3x3, 5x5, and 7x7 strongly 

influence the image extraction results. Using the ReLu 

function (reactivation linear unit) and the SoftMax function 

as a determinant of the probability of each word becomes the 

power of generating expert-appropriate captions. Some 

results acquired the number of timesteps based on the 

number of words in the caption strongly influences the 

prediction of words that appear [16].  

Mainly contribution to this study can present as follows: 

• The objects concerned lie in the background. The 

separated object between foreground and background is 

the primary process for captioning. 

• CNN based on visual geometry, residual, and 

inceptionV3 had different outcomes and evaluations. 

Applying the model to the image of geological rocks 

impacts geology caption, however, still some mistakes 

in identifying the rock image content. 

• CNN architecture in the form of VGG16, ResNet50, and 

InceptionV3 combined with a LSTM model to produce a 

word, Argmax log-likelihood for P(I, S|θ), where I is the 

pixel arrangement (x,y) and S = {!", !$, … , !&} is the 
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word in the image that has a strong influence in 

producing captions with the same language arrangement.  

• Construction of the model consisting of CNN, channels, 

filter, pooling, ReLU, and SoftMax function has a 

different outcome, mainly time execution, train 

parameters accurate, and predicted word.  

• Beam Search K=3 has structured a sequence of word 

from log-likelihood function that align with Indonesian 

language structures.  

 

II. DATA COLLECTIONS 

A. Image Acquitions 
The geological image dataset used results from field 

investigations regarding geological rocks. The image was 

acquired from a geologist exclusively and is not shareable. 

In the experiments, the dataset acquired was 121 images and 

675 captions from geologists [17]. This study divides the 

image into two datasets such as dataset training and dataset 

testing. Dataset training is 101 images and dataset testing is 

20 images.  

B. Data Pre-processing 
Following the pipeline in Fig. 2, the study starts with data 

pre-processing. The process evolves tasks such as resizing, 

cropping, and reformatting the color. The image originally 

has a different size and resizes into a uniform size of 224x224 

pixels. Each image has a parameter such as width, length, 

and channel. The color format was originally in red, green, 

and blue (RGB). At Fig. 1 is an example geological image 

rocks and its color histogram, 

 

  

  
Fig. 1. Geological Rocks Image and Histogram. 

 

III. METHODS 

A. Proposed Methods 

Several deep learning architectures for image extraction 

have been proposed, such as CitraNet [9]–[11], YOLO [12], 

GoogleNet [18], and VGGNet [11]. This model is often used 

as a baseline model to develop new architectures with 

various kinds of captioning, such as visual attention-based.  

Fig. 2 is a pipeline for image extraction and word 

extraction. At the last layer of VGG16 is pruned to be fully 

connected (FC) and remove the classification layer. The 

process just needs the FC layer that produces 4096 units, and 

merge into 256 units output using the ReLU activation 

function. In carrying on CNN, the output concatenates with 

256 units LSTM output. Operation process used element-

wise matrix operation between CNN dense unit and LSTM 

unit. After concatenation, the process going to merge using 

ReLU activation. This operation obtains word predictions 

that appear by relying on the input vector image descriptors 

and LSTM vector values. 

CN
N (4096)

+

W
or

d 
Em

be
dd

in
g

(2
56

)

R
e
L
u

(256)

LS
TM

 
(2

56
)

Caption
Image

(224x224)

Re
LU

(2
56

)

So
ft

M
ax

 

P(w1)
P(w2)

P(w250)

+

 
Fig. 2. Image captioning pipeline process. 

 

Concatenation results will be processed by ReLU and 

SoftMax function. The SoftMax function is a function that 

gives the probability value of each word class of 250 words. 

The result of this SoftMax function will choose the highest 

probability value as the word it generates.   

The algorithm for image captioning can be written as 

presented by [19] : 

Image captioning algorithm:  

1. The setting of CNN, by omitting the last layer and the 

SoftMax layer, thus getting 4096-dimensional vectors 

that describe the global content of the image. 

2. Transfer the weights of the prepared VGG16 on 

IMAGENET. 

3. Generate Word: 

a. Mapping each object into word by Recurrent 

Process. 

b. Compute probabilistic distribution by P(S|I), where 

S is sequence of word <w1, w2, …, wn> at the image 

region of I. 

c. Maximize posterior at the dataset by probabilistic 

distribution: 

'()", )$, … , )|+|,-. /  ∏ '2)3|-, )":35".
|+|
36"                                             

Assumptions: generating a word depends on image 

area I and previous )":35". 

d. Iterate probabilistic distribution for LSTM.  

e. When time = t, LSTM (ht-1, ct-1), using formula (7), 

(8), (9), (10), (11), and (12). 

 

4. Maximize log-likelihood by loss function = 

7 /  ∑ log'<,=>? 2 |-;  ". / ∑ ∑ log'2)3|)":35", -; ".
|+|
36"<,=>?     

 

B. CNN Architectures 
1) Visual Geometric Group 16 (VGG16) 

VGG (Visual Geometric Group) Fig.3 has a minimal 

convolution architecture with a size of 3x3 or 1x1 

convolution layer [20]. For max-pooling size 2x2 with the 
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exact dimensions on each layer max pooling. VGG 

implemented with a layer count of 16 or 19 [11].  

Karpathy uses the top 19 objects detected from the 

observed image and calculates the representation of each box 

that is the top of the object using the equation # /
$%&'(()*2-+., - +% , where '(()*2-+.  is a transform 

function of the pixels in the Ib box become a layer with 4096 

dimensions. _c is a CNN parameter with 60 million 

parameters. Wm is a matrix with a size h * 4096, and h is a 

value ranging from 1000 to 1600. Furthermore, the image 

that a box has bounded is represented as .#/| 0 / 1. .205 [3].  

 

Fig. 3. VGG16 architectures [20]. 

 

2) ResNet 
In Fig. 4, the residual mapping is formally a nonlinear fit 

layer of equation F(x) = H(x) – x.  H(x) is a residual mapping 

when it is reversed to the original mapping H(x) = F(x) + x. 

Optimization is carried out on x as a residual whose value is 

pushed towards zero compared to fitting the value of x on a 

nonlinear layer stack. The value of the function F(x) + x is a 

shortcut connection concept. This concept allows the process 

to jump on one layer at a time.  

 

 
Fig. 4. Residual Learning. 

 

6 / ℱ28, .$/5. + x                                                            (1)                                                               
 

Symbol of y and x is an output and input respectively, 

corresponding to residual mapping ℱ28, .$/5.. Fig. 4 has 

two layers weight that containing of  ℱ /  $$92$" 8.. 9 as 

ReLU function and bias. An ℱ - 8 operation constructs by 

shortcut connection and element-wise summation. The 

process adopts a non-linearity summation [9]. Experiment 

about residual learning can be constructed two or more layers 

from ℱ residual function [9]. If ℱ is a single layer, then the 

function will be a linear function 6 /  $"8 - 8 .  ℱ28, .$/5. 
shows a convolutional layer with element-wise operation 
at the feature map for each channel.  

3) InceptionV3 
Fig. 5 shows the inceptionV3 architecture uses a 1x1 

convolution to eliminate the boundaries of computation, 

ignore information reduction, and maintain the model's 

performance in terms of accuracy and loss. The technique 

with the CNN region model from [9] can solve trials such as 

using color and texture from object locations and employing 

CNN to identify objects' categories at that location. 

Detection of objects based on this area was developed with 

multi-box predictions for recall of bounding-box objects, 

then employing this to enhance the categorization process 

[18]. 

 

C. Long Short-Term Memory (LSTM) 
Long Short-Term Memory (LSTM) is a recurrent module 

that allows long-term learning. The LSTM unit has an 

additional hidden state as a nonlinear mechanism that allows 

a state to propagate back without any modification, change, 

or reset. Learning in LSTM uses simple function gates that 

have the ability to learn speech recognition and language 

translation models. 

 

 
Fig. 5. InceptionV3 architectures [18]. 

RNN (LSTM) is a common generator caption and many 

use by scholars. RNN language has a task to generate word 

that build from three layers, and compute value by following 

the formula at bellows:  

82K. / &)2K.. L2K M 1.,                                                                (2) 

L2K. / (N. 82K.O                                                                           (3) 

62K. / P(Q. L2K.O                                                                         (4) 

R2K. / P%2QS .)2K. - QT . L2K. - Q/ . -.                                    (5) 

 

The symbol shows at the equation assign to input word 

layer (w), recurrent layer (r), output layer (y), f (·) and g (·) 
correspond to a variable nonlinear function, U and V are a 

weighted matrix learning, m(t) is an activation vector layer 

for multimodal compute. 

 
Fig. 6. LSTM architectures [4]. 

Fig. 6 is a simplicity of recurrent neural networks (RNN). 

RNN runs like dynamic temporal model that map a sequence 

input into hidden states, and continues to output following 

the equation bellows:  

ℎ3 /  P2$VW83 -$WWℎ35" - +W.                                        (6) 

X3 /  P2$WYℎ3 - +Y.                                                      (7) 

 

The letter symbol assign to element-wise non-linearity 
(g) for sigmoid or tangent hyperbolic function, input (83., 
hidden state (ℎ3. )0Kℎ N hidden units ∈ ℝ\, and output 2X3. 
at time t. For each input sequence 〈8", 8$, … , 8^〉 with length 
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T proceed by calculate each word input and ignore ℎ` 

ℎ", X", ℎ$, X$, … , ℎ^, X^ . Sigmoid function 928. / 21 -
a5V.5"  is a non-linear function with real value and 

encourage between [0,1]. On the other hand, hyperbolic 

function Kbcℎ28. /  d
e5dfe

degdfe
/ 29228. M 1  is a function 

that has a limitation value between [-1,1]. Updating LSTM 

is aligning with time t for each input 83  , ℎ35" , and h35"  
following with function as bellows: 

03 /  9($/V83 -  $/%R35"O                                         (8)                                      

i3 /  9($jV83 -  $j%R35"O                                        (9)                                   

k3 /  9($lV83 -  $l%R35"O                                            (10)                               

h3 / i3 ⊙ h35" - 03 ⊙ ℎ($*V83 -  $*%R35"O                   (11) 

R3 / k3 ⊙ h3                                                             (12)                                     

n3g" /  kiKRb82R3.                                                    (13) 

 

D. Beam Search  
Beam search is an algorithm to construct the proper 

caption. The work follows argmax function that selected 

value with the highest probabilistic value for each word 

generated. Beam search set into K=3 with 22 length words. 

The process rehashed by following with approximate S value 

as an bLPRb8=o / n( /,-O function [3], [21].  

E. Metric 
For assessment of the model, the study uses a metric that 

evaluate the precision between caption generated and caption 

referenced from ground-truth [22]. The algorithm run first to 

calculate of precision modification pn, for all of testing 

corpus. 

pp /
∑ ∑ qrsptuvwx 2p5yz{|.}f~�ÄÅÇ∈ÉÉ ∈.uÄ}ÑwÑÄÖÜ5

∑ ∑ qrsptuvwx 2p5yz{|á.}f~�ÄÅÇo∈ÉoÉo ∈.uÄ}ÑwÑÄÖÜ5
                   (14) 

Second run to calcaluate BLEU score by:  

 

à7âN / à' ∗ a(∑ ãå çry éå
è
êëí O                                          (15) 

 

à' / . 1
a2"5T/*.

 
, î0ïb h > L
, î0ïb h ≤ L                                             (16) 

 

BP, N, Pp, and Wp  assign to brevity penalty, n-gram 

candidate, precision score, weighted modification of 

precicison, respectively. Default value for those parameters 

is N=4, Wp = ¼ or 0.25.  

 

IV. RESULT AND DISCUSSION 

A. Computation Environment  
The experiment uses Google Collab Pro and Python 

version 3.6. The hardware set GPU NVDIA T4 or P100 and 

25Gb RAM. The python library that occupies such as 

NumPy, pandas, string, pickle, os, keras 2.3.0, and 

TensorFlow 1.x. For extracting the image, the study used 

VGG16 [9], [11], and InceptionV3 [18]. Besides that, 

construction of proper a word leveraged model [4].  

B. Result 

Table 1 shows the comparison of results with ground 

truth. Several results were shown bias, implying it does not 

match the caption it should. It occurs because the dataset 

used still does not meet the formed vocabulary. However, it 

is still essential to prepare a sufficient number of datasets in 

conducting training. What must be considered is the caption 

that has the same semantics.  

The log-likelihood optimization method has shown the 

results of the calculation of loss obtained based on (19). The 

loss obtained that there is an optimization difference between 

the argmax of the parameters and the resulting model. This 

difference occurs due to the empirical distribution defined in 

training set with the probability distribution of the resulting 

model. The noticeable difference is in the InceptionV3 

model and shows approximately 26%  [23]. 

TABLE I 

RESULT COMPARISON FROM EACH MODEL 

 

 

'â /  M∑ K/ log2i2!./.
ö
/                                                 (17) 

CE, C, K/, !/ , and i2!/. assign to cross entropy, total label 

class, numeric embedding of word by ground-truth, numeric 

value from LSTM as a prediction word, SoftMax function at 

(20), respectively.  

 

i2!./ /  dõê

∑ d
õúù

ú
                                                                  (18)     

 

C. Discussion 
This study uses two language model that is LSTM and bi-

LSTM [4]. The difference is on folding at recurrent state, bi-

LSTM uses twice to predict the next word and LSTM only 

one recurrent state. Process combines of image descriptors 

and feature text on LSTM or bi-LTSM to predict a word 

through concatenate process, it will be created a precise word 

even longer time. The true captions are a target of this study, 

and try to re-engineering the CNN with the true output. 

Image extraction and text extraction were supported by 

Rock Images Caption 

 

VGG16 + LSTM 
(translate) quartzite rock is brown  
 
ResNet50 + LSTM 
(translate) granite 
  
InceptionV3 + LSTM 
(translate) granite  
 
Ground-Truth 
(translate) Gabbro is a coarse-grained, 
dark-colored intrusive igneous rock, 
usually black or dark green 

 

VGG16 + LSTM 
(translate) outcrop of clastic sedimentary 
rock with indistinct layering planes 
massive fractured limestone mixed with 
weathered  
 
ResNet50 + LSTM 
(translate) clastic sedimentary rock with 
unclear bedding planes of partially 
crushed and weathered sandstone  
 
InceptionV3 + LSTM 
(translate) clastic sedimentary rock with 
unclear bedding planes of partially 
crushed and weathered sandstone  
 
Ground-Truth 
Flint-igneous flint is primarily known for 
its high hardness and for providing 
sparks when struck 
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preparation of sequence the vector to reach the objective 

caption. 

Table 2 shows various methods among VGG16, ResNet, 

and InceptionV3 and combines with word2vec. The VGG16 

architecture does not leverage normalization, nevertheless, 

the extraction process maintains the number of parameters 

processed. It can be stated from Table 2 that the use of 

normalization and time can influence the run time and 

parameter created. InceptionV3+word2vec is the model 

better than VGG16+word2vec and ResNet50+word2vec. It 

is evident because of the use of normalization, which gives 

the process space for the sample to be divided into smaller 

ones. Moreover, the normalization on ResNet50 and 

InceptionV3 can speed up outcomes when generating the 

caption. The experiments use 224x224 and 229x229 input 

shape, MaxPooling, and ReLu activation, and 4096 and 2048 

dense units.  
TABLE II 

SETTING PARAMETERS OF CNN WHEN EXECUTED 

Image 
Descriptors 

La-
yer 

Fil-
ter 

Paramaters Norma- 
lization 

Time 

VGG16 16 

1x1, 

3x3, 

5x5 

134,260,544 - 92 

ResNet50 50 
1x1, 

3x3 
23,534,592 

Batch 

Normalizat

ion Size 

(1024, 

256) 

70 

InceptionV3 42 
3x3, 

5x5 
21,768,352 

Batch 

Normalizat

ion size 

(96, 192, 

288, 384, 

480, 576, 

1152, 

1344) 

45 

 

In Table 3, columns BLEU-N (B@N), the calculation of 

precision caption results is presented using the testing 

dataset. It can be concluded that VGG16+word2vec+LSTM 

has a higher BLEU score for B@1 to B@4. Measuring 

BLEU score can be viewed from the precision and 

calculating used (14), (15), and (16) of caption compares to 

ground truth. This study focuses on B@4 because the 

advantage and weakness can be observed when generating 

the word. Each word was generated or predicted by the 

model always the precise caption that can be achieved. 

Several results probable mistakes when generating the word, 

pairwise between area image and the text still shifted from 

the original text or ground truth.  

TABLE III 

CAPTION BENCHMARK FROM EACH MODEL 

Model B@1 B@2 B@3 B@4 
VGG16+Word2Vec+LSTM 41.3 41.5 42.5 36.7 

ResNet50+Word2Vec+LSTM 39.9 38.3 40.3 34.4 

InceptionV3+Word2Vec+LSTM 33.2 31.2 33.0 27.3 

VGG16 + One-Hot+bi-LSTM 39.9 38.3 40.5 34.7 

InceptionV3 +One-Hot+bi-LSTM 37.6 34.1 35.4 29.6 

ResNet50 +One-Hot bi-LSTM 40.3 39.2 41.5 35.9 

 

The score of B@1, Table 3, in the test dataset can still be 

taken into account because the similarity per word is 

possible. Nevertheless, when B@2, B@3, and B@4, the 

score results will not be decisive because word pairs are 

rarely found in the corpus. When viewed from the side of the 

Brevity Penalty (BP) calculation, the caption results will 

always be calculated by comparing the result caption with 

the ground truth caption. If the generated word length is 

smaller, the BLEU score will be lower [22]. 

If it reviews the image extraction model and the language 

model in Table 2 and Table 3, it can be confirmed that the 

three models are still relevant for the caption. However, the 

results of this model have not been related to the specifics of 

the image read, such as: 

• Similarity of area objects that only rely on color, texture, 

and object size [21]. 

• The class used for object detection does not yet reference 

the geological image of the rocks. In fact, the classes in 

the VGG16, ResNet50, and InceptionV3 models are 

taken from ImageNet weights. Classes defined in 

ImageNet are classes that recognize various objects such 

as humans, objects, vehicles, and others. Meanwhile, 

background objects such as land surface, mountains, 

rocks in mountains and rivers have not been annotated 

[9]. 

• The mapping of image features and caption features in 

making the model does not pay attention to the semantics 

and relations between the objects being read. In the 

caption, geological rocks are very important in 

expressing the right word relations. This word relation is 

to strengthen the description of the geological image of 

the rocks in order to approach the ground-truth [24], [25]. 

• The use of bounding-box in InceptionV3 is empirically 

compatible with the case raised. But InceptionV3 still get 

high Loss and low precision. This is evidenced by the 

results in Table 2 and Table 3. The order of words that 

follow the standard arrangement of the descriptions of 

geologists is very important to note [17]. 

Several errors were confirmed when generating a word. 

The errors that arise from the caption results are:  

1) Biased word generation, as in:  
• VGG16 + LSTM:  quartzite rock is brown;  
• ResNet50 + LSTM: granite rock;  
• InceptionV3 + LSTM: granite rock;  
• Ground-Truth: Gabbro is a coarse-grained, dark 

intrusive igneous rock, usually black or dark green.  

2) Generating semantic appropriate captions but low 
BLEU score:  

• VGG16 + LSTM: marble or green marble;  
• ResNet50 + LSTM: gray schist rock;  
• InceptionV3 + LSTM: gray schist rock;  
• Ground-truth: Topaz contact neumatolytic 

metamorphic rock. 
 

The results given by VGG16 are close to that they are 

both metamorphic. However, the caption results have not 

been able to show a good score. Machine failures are in 

ResNet50 and InceptionV3. Unlike the VGG16 model, it is 

still better at producing captions. It is understandable 

reasoning because ResNet50 and InceptionV3 include an 

image reduction task at each convolution stage. 

V. CONCLUSION 

The study can be concluded from the experimental results 

are: 1) the arrangement of captions that follow the standard 
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rules in providing geological descriptions; 2) each caption 

sometimes has adjacent semantics according to its types, 

such as sedimentary rock, igneous rock, and metamorphic 

rock; 3) the number of vocabularies in the corpus must have 

a sufficient amount so that when testing, the results are not 

too biased; 4) Color gradations that characterize rocks that 

are rather dark and rocks are sharp, it is necessary to prepare 

a color corpus as identification of the color of the rocks; 5) 

Determination of the word relation, it must be recognized 

from the image whether it is stacked, crossed, scattered, or 

otherwise. It also needs to be followed up with a corpus 

regarding the word relation. 

There needs to be an in-depth study of the image. The 

need for image analysis includes: Preprocessing tasks, such 

as augmentation tasks, image sizes, and image captions. In 

the caption, it is necessary to pay attention to the use of 

punctuation marks. Sometimes the image description uses 

the "-" sign to make adjectives or derivatives of rock types. 

Feature extraction task that handles feature extraction from 

the image. This extraction must be able to recognize 

parameters such as color, texture, and object size. The most 

important thing is that this extraction must be able to directly 

classify the rock's name, color, and texture. The mention of 

the name of the rocks can be directly accompanied by their 

nature, such as carbonate mudstone, clay sandstone, and 

others. Task classification and interpretation, this task is to 

help compose captions based on image feature extraction and 

text feature extraction. 
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